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FOREWORD

This lecture course provides a full-year
introduction to Military Geodesy and Geospace Sci-
ence. Throughout the presentation a military per-
spective is maintained which links Mapping, Chart-
ing, and Geodesy (MC&G) issues with modern defense
requirements. Elementary preparation is assumed in
the subjects of general physics, mechanics, chemis-
try, astronautics, and linear system theory. The
student should also be familiar with differential
equations, analytic geometry, and linear algebra.
Some acquaintance with vector calculus is useful but
not essential.

The topics covered herein are intended to
provide conceptual rather than working knowledge.
Ideally, the student completing this course will
have attained a broad understanding of the MC&G
field and will be able to develop specialized ex-
pertise quickly when required.

The notes are intended to be presented in
chapter/section order within each of the four Units
of Instruction. However, several of the subsections
in these notes contain more advanced material which
may be omitted without loss of continuity. These
subsections are denoted with the symbol (t) after
the title.

The organizational flow of the lectures is
from concepts in the initial sections, particularly
in Unit One, to applications and specific systems
later on. As a result the student is often referred
ahead to provide motivation in regard to relevancy.
In later chapters, however, the situation is reversed
with the student referred back to review important
conceptual material as necessary.
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UNIT TWO

WEAPON SYSTEMS AND MC&G

CHAPTER ONE

INTRODUCTION

The general terrestrial mapping, charting, and geode-

sy (MC&G) problem can best be formulated as the problem of

generating a metric description of the earth and its physical

properties -- a description in which relative positions within

and on the surface of the earth are accurately described, the

figure of the earth is accurately portrayed, and the gravita-

tional, magnetic, and spin properties of the earth are fully

represented in quantitative terms. Broader and more compre-

hensive definitions of the MC&G problem might be found within

the domain of the planetological sciences, but the concept

of quantitative metric relationships resulting from actual

measurement processes will always be central to the definition.

In the context of modern weapon systems, MC&G appli-

cations tend to concentrate in the areas of relative position

determination on the surface of the earth and quantitative

*That is, a description characterized by quantitative expres-
sions of relationships.

**Referring to an extension of the concepts of geology and
geophysics to include the other planets as well.
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characterization of the terrestrial gravity field. The clas-

sical long-range artillery problem, for example, requires highly

accurate knowledge of gun and target locations with respect to

a common datum in a well-defined local coordinate system, to-

gether with approximate characterization of the gravity field,

if a reliable one-shot hit capability is required. Practical

constraints on achieving this capability, due partly to gun/
target relative location limitations and partly to non-geodetic

problems in the aiming process, lead to a multiple-shot, shoot-

sense-correct philosophy that persists to this day.,

The advent of high-cost, inertially guided short-to-

medium-range ballistic missile systems of the Lance/Pershing/

Jupiter/Thor class in the late 1950s and early 1960s, however,

led to fundamental changes in this philosophy. In terms of

mission design, these weapon systems may logically be viewed

as the extrapolation of long-range artillery systems to modern,

high-complexity, high-attrition rate, nuclear engagement sce-

narios. In such scenarios, force levels are limited by high

unit costs, and weapon system response time is critical. The

classical multiple-shot, shoot-sense-correct approach is no

longer viable, and much greater emphasis is placed on success-

ful single-shot kill capabilities. The nuclear payloads of

these newer weapon systems tend to reduce the penalty for in-

accurate delivery, but the requirement for a one-shot target

neutralization capability correspondingly increases the need

for accurate relative positioning of the launch point and the

target.

Long-range intercontinental ballistic missiles (ICBMs)

have introduced a fundamentally new problem into the weapon

*This scope of interest is likely to broaden considerably --

to include magnetic phenomena and detailed surface geophysi-
cal phenomena -- as future weapon systems requirements con-
tinue to emerge.
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system targeting process: the determination of launch point

and target point relative positions over intercontinental ranges.

Up until this time, relative positioning could be accomplished

by locating the launch point and the target point with respect

to a common datum and a single land mass. Line-of-sight, direct

survey techniques could be used to determine their relative

positions. But the need for trans-oceanic surveys introduced

a dependence on the metric representation of the entire figure

of the earth to tie the continental datums together in a well-

defined world-wide geodetic coordinate system.

For reasons that will be discussed later in this

Unit, a need for a more accurate global representation of the

earth's gravitational field also emerged at this time, and the

higher-order spherical harmonic gravitational models (Section

3.2 of Unit One) derived from relatively recent satellite track-

ing data became of immediate interest. These models permit

far more accurate predictions of gravitational contributions

to missile trajectory dynamics than could be obtained from

simpler figure-of-the-earth models, and allow gravitational

modeling errors to remain a reasonably small fraction of the

weapon system Circular Error Probable (CEP),+ even at inter-

continental ranges.

Continual improvements in ballistic missile system

technology have gradually reduced the inaccuracies in the in-

ertial navigation system hardware and the endo-atmospheric

*At least theoretically; other techniques were also commonly used.

**Associated with the basic physics of inertial navigation sys-
tems; the net result is a need for a priori knowledge of the
relationship between missile position and gravitational ac-
celeration, to support the missile targeting process.

+This is the radius of a circle centered at the target, within
which 50 percent of the missiles launched against that target
would fall, considering their probable miss distributions.
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dispersions of the reentry systems (the two largest earlier

contributors to weapon system CEP), so that by the mid-1960s,

residual errors in the gravitational models threatened to con-

strain further accuracy improvement attempts. The problem was

not misrepresentation of the long wavelength global character-

istics of the gravity field, which the spherical harmonic mod-

els available at that time handled quite well. Instead it

consisted of insufficient knowledge of the fine structure of

the gravity field in the vicinity of the launch point, where

the missile spends a relatively long time close to the earth

and gravitationally-induced acceleration errors integrate ra-

pidly into velocity errors that propagate for a long time into

target miss. Detailed models of the gravity field in the launch

region (discussed in Section 2.3.4) were accordingly intro-

duced to cope with this problem. These models are based on

closely-spaced, high-precision measurements of the gravity

field magnitudes in areas surrounding the launch site. They

effectively suppress ballistic missile miss contributions that

might otherwise dominate the weapon system CEP.

As the foregoing discussion indicates, the geophysical

information base that supports the formulation of MC&G products

(see Section 2.4) constitutes an intrinsically important ingre-

dient in modern weapon system applications. Key elements of

the information base that are important to the current genera-

tion of force components include the geodetic and geophysical

attributes of the launch point and target points, high-order

*The sensitivity of an inertial navigation system to errors in
the gravitational model depends on the missile velocity and al-
titude. At the low velocities and altitudes characteristic of
the launch region, the navigation system is particularly sen-
sitive to short-wavelength gravitational modeling errors. At
the higher velocities and altitudes characteristic of the free-
flight phase, the navigation system is sensitive to gravita-
tional errors at the long wavelengths represented in the global
gravity models. This is more fully explained in subsequent chap-
ters of this Unit.
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global gravity models, and detailed models of the fine struc-

ture of the gravity field in the vicinity of the launch point.

Emerging generations of weapon systems will require even more

MC&G support data, as advanced navigation systems employing

such techniques as correlation guidance come into widespread

use. The purpose of this unit is to describe in some de-

tail the applications of these various geophysical data ele-

ments in the operations of modern weapon systems.

1
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CHAPTER TWO

WORLD GEODETIC SYSTEMS

Attempts to extend the major local geodetic datums,

like the North American Datum, the European Datum, the Indian

Datum, and the Tokyo Datum (review Section 2.5 of Unit One)

into a unified world system have not been successful at the

level of accuracy required for military purposes. For this

reason, the Department of Defense (DoD), in the late 1950s,

began to develop a world system to which individual geodetic

datums could be referred. Efforts of the Army, Navy, and Air

Force were combined to produce the DoD World Geodetic System

1960 (WGS 60). WGS 60 was computed by the use of a combina-

tion of available surface gravity data, astrogeodetic data, and

results from HIRAN and Canadian SHORAN surveys. These were

used to obtain a best-fitting ellipsoid for the major datum

areas and an earth-centered orientation for each of the pre-

ferred systems.

The reader will recall (Section 2.5 of Unit One) that

these datums are locally oriented with respect to the geoid,

and are not related in an absolute sense to the center of the

earth. Figure 2.2-1 reviews these relationships. The sole

contribution of satellite data to the development of WGS 60

was to provide a value for the ellipsoid flattening.

Before the developme,t of WGS 60, the Army and Air

Force had each developed a world system by using different

approaches to gravimetric datum orientation (Fig. 2.2-2). To

determine their gravimetric orientation parameters, the Air

Force used the mean of the differences between the gravimetric

*Refer to Chapter Two of Unit One.
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Figure 2.2-1 Local Datums

and astro-geodetic deflections and geoid heights (undulations)

at specifically selected stations in the areas of the major

datums. The Army performed an adjustment to minimize the dif-

ference between astrogeodetic and gravimetric geoids. The

preferred datums were tied to an absolute earth-centered coor-

dinate frame by matching the relative astro-geodetic geoids of

the preferred datums with an earth-centered gravimetric geoid.

Since the Army and Air Force system agreed remarkably well for

the North American, European, and Tokyo Datum areas, they were

consolidated to constitute the WGS 60.

2.2.1 World Geodetic System 1966

In January 1966, a World Geodetic System Committee

was charged with the responsibility of developing an improved

WGS needed to satisfy mapping, charting, and geodetic require-

ments. Additional surface gravity observations, results from

2-7



R-47396

CHANGE IN DEFLECTION
(DATUM RELATIVE TO EARTH

CENTERED SYSTEM)

ASTRO-GEODETIC

DEFLECTION
(RELATIVE)

GRAVIMETRIC (EAIE
UNDULATION

~GRAVIMETRIC

CHANGE IN UNDULATION
(DATUM RELATIVE TO EARTH

CENTERED SYSTEM)

,AXIS OF

ELLIPSOID ASTRO-GEODETIC
UNDULATION
(RELATIVE)

EARTH'S AXIS

OF ROTATION ELLIPSOID OF
GRAVIMETRICALLY
ORIENTED SYSTEM
(EARTH CENTERED)

ELLIPSOID OF
ASTRO-GEODETICALLY

ORIENTED DATUM
(RELATIVE)

GEOID
CENTER OF ELLIPSOID OF RELATIVE DATUM

CENTER OF THE EARTH COINCIDES WITH CENTER
OF GRAVIMETRICALLY ORIENTED ELLISOID

Figure 2.2-2 Methods of Datum Orientation

the extension of triangulation and trilateration networks, and

a large volume of Doppler and optical satellite data had become

available since the development of WGS 60. With the use of

the additional data and improved computational techniques, WGS

66 was produced. It served DoD needs for about five years

after its implementation in 1967. The defining parameters of

the WGS 66 Ellipsoid were the flattening (1/298.25), deter-

mined from satellite data, and the semimajor axis (6378145 m),

determined from a combination of Doppler satellite and astro-

geodetic data involving a geoid-match technique. A worldwide

5 deg x 5 deg mean free air gravity anomaly field provided the
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basic data for the WGS 66 gravimetric geoid. Also, a geoid
referred to the WGS 66 Ellipsoid was derived from available

astrogeodetic data to provide a detailed representation within

certain limited land areas.

2.2.2 World Geodetic System 1972

After an extensive effort, extending over a period of

approximately three years, the WGS Committee completed the

development of the Department of Defense (DoD) World Geodetic

System 1972 (WGS 72). Selected satellite, surface gravity,

and astrogeodetic data available through 1972 from both DoD

and non-DoD sources were used in a Unified WGS Solution (a

large scale least squares adjustment). The results of the

adjustment consisted of corrections to initial station coordi-

nates and coefficients defining the gravitational field.

The largest collection of data ever used for WGS pur-

poses was assembled, processed, and applied in the development

of WGS 72. Both optical and electronic satellite data were

used. The electronic satellite data consisted, in part, of

Doppler data provided by the U.S. Navy and cooperating non-DoD

satellite tracking stations established in support of the Navy's

Navigational Satellite System (NNSS). Doppler data were also

available from numerous GEOCEIVER sites established during

1971 and 1972. Doppler data were the primary data source for

WGS 72. Additional electronic satellite data were provided by

the SECOR (Sequential Collation of Range) Equatorial Network

completed by the U.S. Army in 1970. Optical satellite data

*A navigation receiver, to be discussed in detail in Unit Four.

**An electronic ranging instrument used for geodetic purposes
(refer to Section 2.2 of Unit One).
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from the Worldwide Geometric Satellite Triangulation Program

were provided by precision telescopic camera systems such as

the BC-4 and PC-1000. Data from the Smithsonian Astrophysical

Observatory included telescopic camera (Baker-Nunn) and some

laser ranging data.

The surface gravity field representation used in the

unified WGS solution consisted of a set of 410 (10 deg x 10 deg)

equal-area mean free-air gravity anomalies determined solely

from terrestrial data. This gravity field model incluo-s mean

anomaly values compiled directly from observed gravity data

wherever available in sufficient quantity. The values for

areas of sparse (or no) observational data were developed from

geophysically compatible gravity approximations using gravity-

geophysical correlation techniques. Approximately 45 percent

of the 410 mean free air gravity anomaly values were deter-

mined directly from observed gravity data.

The basic form of the astrogeodetic data is the com-

ponents of the deflection of the vertical, referred to the

various local geodetic datums. These deflection values were

integrated into astrogeodetic geoid charts referred to these

local datums. The geoid heights contributed to the unified

WGS 72 solution by providing additional (and more detailed)

data for land areas. Conventional ground survey data were

included in the solution to enforce a consistent adjustment of

the coordinates of neighboring observation sites of the BC-4,

SECOR, Doppler, and Baker-Nunn systems. Also, eight geodimeter

long-line precise traverses were included, for the purpose of

controlling the scale of the solution.

*An electro-optical distance measuring device (refer to Section
2.2 of Unit One).
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The Unified WGS 72 Solution was a solution for geo-

detic positions and associated parameters of the gravitational

field based on an optimum combination of available data. The

WGS 72 ellipsoid parameters, datum shifts, and other constants

were determined as part of a separate computation process.

For the unified solution, equations were formed, based on the

data sets mentioned in the preceding paragraph, and solved to

obtain positions and gravity parameters.

The value for the semimajor axis (a) of the WGS 72

Ellipsoid is 6378135 m. The adoption of a semimajor axis value

10 meters smaller than that for the WGS 66 Ellipsoid was based

on several calculations and indicators. One of the more exten-

sive calculations involved the combination of satellite and

surface gravity data to determine positions and spherical har-

monic coefficients of the gravitational field.

There are two variations of this general procedure,

differing principally in that one does not involve a gravita-

tional field determination. Using each procedure (and a con-

siderable amount of computer programming) various sets of

satellite-derived station coordinates and gravimetric deflec-

tion of the vertical and geoid height data produced estimates

of local-to-geocentric datum shifts, datum rotation parameters,

a datum scale parameter, and a value for the semimajor axis of

the WGS 72 Ellipsoid.

Eight solutions were made with the various sets of

input data, both from an investigative point of view and also

because of the limited number of unknowns which, due to com-

puter program limitations, could be included in any individual

solution. Doppler satellite tracking and astro-gravimetric

datum orientation stations were used on a selected basis in

the various solutions. In these eight solutions, the input
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values for the semimajor axis and flattening of the ellipsoid

were 6378145 m and 1/298.26, respectively. Different combina-

tions of Doppler satellite tracking and astro-gravimetric datum

orientation stations provided values for the semimajor axis

ranging from 6378134.5 to 6378137.2 m. Also, eight additional

solutions were made in which the only change was in the input

value for the ellipsoidal semimajor axis. Using 6378130 m for

this input parameter, the solutions for the semimajor axis

ranged from 6378133.6 to 6378136.6 m. Based on these results

and those from other related studies carried out by the WGS

Committee, the value of the semimajor axis, a = 6378135 m, was

adopted. The value adopted for the flattening was 1/298.26.

In the development of local-to-WGS 72 datum shifts,
results of various geodetic techniques were investigated, ana-

lyzed, and compared. The redundancy of techniques and data

provided assurance that the system accepted as WGS 72 was the

best attainable using the methods and data available in 1972.

The variations between results obtained from the different meth-

ods were helpful in assigning accuracy levels to the adopted

datum shifts. Those shifts adopted were based primarily on a

large number of previously determined Doppler TRANET and

GEOCEIVER station coordinates, which were available worldwide.

Efforts are currently under way toward the develop-

ment of a new world geodetic system to be called WGS 82. De-

tails are beyond the scope of this text.
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CHAPTER THREE

INERTIAL NAVIGATION AND GUIDANCE

Inertial navigation systems (INS) are used on modern

aircraft, missiles, and submarines because of their capability

for providing accurate position and velocity information with-

out the need to receive any radiated energy. This autonomous

feature is particularly attractive for military vehicles be-

cause it is impossible to jam or spoof. The only information

required by the system is accurate measurement of the host
vehicle's acceleration. This is illustrated in Fig. 2.3-1.

P 7390

SESE INDICATED
KINEATICPOSITIONACCELERATION 1 I 1nertial

IInertial J I CuodinateCoordinate F,ama)FrFrel

INDICATED
VELOCITY

(Inertial
Coordinate

Frame)

Figure 2.3-1 Idealized Inertial Navigation System

At this point it is useful to distinguish among sur-
veys, navigation, and guidance. Surveys, discussed in Unit

One, are measurement data sets taken to determine and record

the quantitative description of physical features (terrain

elevations, gravity field, physical boundaries, etc.). Oper-

ationally the features and the description are of primary in-

terest. Issues such as the means of gathering the data and the
.

locations of the instruments and survey vehicles are secondary.

'For example, the location of a survey benchwork is more impor-
tant than where a particular theodolite may be stationed.
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Navigation, however, is primarily concerned with knowing the

position and velocity of an observer (and often his vehicle).

The detailed nature of the observer's surrounding is usually

of lesser importance. One implication of the difference be-

tween navigation and survey manifests itself in the way data

are processed. Often, in the course of the survey, only the

minimal amount of processing which can be supported by a field

computer is performed as the survey proceeds (just enough to

provide precautions against blunders and to serve the ongoing

needs of the survey party). Later (post-mission) all of the

data are used to extract the greatest possible amount of in-

formation about each survey point. With navigation, however,

the luxury of post-mission processing is not available; the

navigation outputs are usually needed as the vehicle proceeds.

Consider, for example, how useless an automobile speedometer

would be which provided an exceedingly accurate record of speed

as a function of distance traveled -- but only after the comple-

tion of the trip, i.e. no real time information. Navigation

outputs must be obtained in the course of vehicle operation.

Note that the penalty for real time availability of the data

is lower accuracy than can be achieved with post-mission

processing.

Guidance is the process of determining and implement-

ing the velocity and position schedule which takes a vehicle

from its current state to a desired state. Another automobile-

related example is useful. A motorist traveling at 45 mph on

a divided highway begins passing a truck at the crest of a

hill. Because the truck will likely increase speed on the

coming downgrade, the driver chooses to accelerate to 55 mph

so that the passing maneuver will be completed quickly.

*Most easily visualized as a specification of position and
velocity.
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Expressing this operation in terms of guidance con-

cepts, the current state of the automobile is 45 mph. Based

on sensory data (truck's presence, road conditions, etc.),

instrument outputs (45 mph speedometer reading), and prestored

information (driver's experience), the guidance computer (driver's

brain) decides that a new velocity state (55 mph) is desired.

The generated guidance command (velocity to be gained is 10

mph) results in a control output being implemented (driver's

foot depresses accelerator pedal further). In this example,

involving only the vehicle's speed (a scalar), the guidance is

particularly simple; in systems such as ICBMs, guidance com-

puters must continually calculate the required vector velocity

to be gained so that, at the end of powered flight, the pay-

load will have the correct velocity vector from its then-

current position to impact the desired target. Note that

conceptually the navigation solution is prerequisite to solv-

ing for guidance commands. Put another way, "navigation

tells you where you are, guidance tells you how to get where

you want to go."

The intent of the following discussion is to highlight

some of the more important aspects of inertial navigation,

leaving the subtleties for later study. A reading list of

works containing more advanced treatments is provided at the

end of the Unit.

2.3.1 Mechanization

Inertial navigation systems consist of instruments

designed to measure a vehicle's acceleration continuously and

to integrate these measurements. The result of one integra-

tion is velocity; the second integration yields position. The

*Often the same INS solves both for navigation and guidance
variables.
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constants of integration are the vehicle's velocity and posi-

tion when the navigation starts.

Because acceleration measurements are made with re-

spect to inertial space, and since most navigation problems of

interest involve distances and velocities referred t6 the earth's

surface (or to bodies of the solar system), the relative motions

between inertial coordinates and the coordinate system in which

the acceleration measurements are made must be taken into account.

These coordinate frames are usually accelerating with respect

to one another. Hence a variety of transformations and cor-

rections must be applied to INS-sensed accelerations before

processing. In particular, inertial systems are mechanized to

account for the Coriolis acceleration resulting from rotation

of the coordinate system of the accelerometer measurements

with respect to the inertial coordinate frame.

A second correction must be applied to cancel the

portion of sensed acceleration due to gravity. The necessity

for such a correction is easily understood by considering the

acceleration sensed by an INS "anchored" (by some unspecified

means) with respect to inertial space. If the system is near

enough to a planet for its gravity field to be sensed by the

accelerometers, then the accelerations due to gravity would,

if not accounted for in the INS mechanization, integrate to

erroneous velocity and position changes. This would occur

despite the fact that the true velocity is zero and the posi-

tion is unchanged. Gravity compensation is very important

in high-accuracy inertial systems. This fact has been alluded

to earlier and is discussed later in more detail.

*Most easily conceptualized (neglecting relativistic consider-
ations) as a coordinate frame fixed with respect to the
"fixed" stars (e.g., Section 2.4 of Unit One).
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In addition to sensing acceleration it is necessary

for an INS to measure the angular orientation of its acceler-

ometers with respect to inertial space. Otherwise it is im-

possible to distinguish between translational and rotational

motion. An example is instructive.

Suppose that three rigidly-connected, orthogonally-

aligned accelerometers are situated in inertial space as il-

lustrated in Fig. 2.3-2. If accelerometers a and a eachx y
register the same positive output, that output could be caused

either by translational acceleration along line OP or by rota-

tion at constant angular velocity about the z axis. (Ambiguous

combinations of rotation and translation are also possible.)

Thus a separate means for measuring rotation of the acceler-

ometer assembly is needed.

Gyroscopes, because of their tendency to remain ori-

ented toward a particular direction in inertial space, are

used to provide the coordinate frame angle information needed

to resolve the accelerometer measurements. Although a descrip-

tion of different gyro types and operating details is beyond

the scope of this course, it is appropriate to mention several

gyro mechanizations commonly used in inertial navigation and

'4 guidance systems. Each mechanization usually involves three

gyros, each measuring one of the angular degrees of freedom of

the system._

*INSs usually have three accelerometers to provide the three
components of a vehicle's acceleration vector. Exceptions
occur for vehicles that are constrained to operate very close
to the earth's surface. In such applications the vertical
channel of the INS is sometimes omitted.

**Or other coordinate frame of interest.

#Some INSs employ two so-called "two-degree-of-freedom gyros."
The redundant gyro output is usually employed as an error check
or monitor mechanism.
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Figure 2.3-2 Accelerometer Response to Rotation
and Translational Acceleration

Strapdown - As the name implies, the accelerometers

and gyros in a strapdown mechanization are rigidly attached to

the vehicle's frame. When the vehicle maneuvers, the gyro

outputs provide instantaneous values of the angles and angular

' rates between the coordinate frame of the accelerometer axes
.J.

and inertial space. These angles and rates are used to resolve

the accelerometer outputs and integrate them into inertially-

measured velocity and position. Because the strapdown mechani-

zation requires accelerometers which must operate without any

isolation from vehicle motion, INS accuracy is usually not as

good as with inertial systems that take advantage of the gyros

*Or other coordinate frame in which it might be desirable to
perform the integrations.
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to provide some measure of angular isolation from vehicle move-

ment. Such isolation mechanizations are described below.

Historically, another limitation of strapdown systems has been

the burden of performing, in real time, the coordinate reso-

lutions and integrations of sensed acceleration. More re-

cently the advent of microprocessors and large scale inte-

grated digital circuitry has made computer limitations less

important in strapdown inertial systems. Particular advan-

tages of strapdown systems are small size and low cost. These

benefits occur because no mechanically-stabilized platform

element is involved -- in contrast to the other mechanizations

described below. Strapdown inertial systems find frequent

application in tactical missiles.

Space-Stable - Certain types of high-accuracy gyros,

such as those with electrostatically suspended rotors, are

most advantageously operated on a platform which is maintained

at a fixed orientation with respect to inertial space. This

is accomplished by maintaining the gyro cases (attached to the

platform) at a constant attitude with respect to the spin axis

of the rotor. (Recall that the rotor axis maintains itself at

a fixed angular orientation in inertial space.) The fixed

inertial orientation of the platform, and hence the acceler-

ometers, is maintained (regardless of changes in vehicle atti-

tude) by a series of connected bearing assemblies called gim-

bals. Servo motors, driven by gyro outputs generated whenever

the vehicle rotates with respect to inertial space, drive the

gimbals and provide the mechanism for maintaining the inertially-

fixed platform orientation. Since the accelerometers, because

*i of their location on the stabilized platform, are not subject

to vehicle rotations, better accelerometer performance (i.e.

less error) can usually be achieved with space-stable systems

than with strapdown mechanized inertial systems. Because space-

stable systems are usually of very high accuracy, they are
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typically found in strategic weapon systems such as inter-

continental missiles and long range bombers.

Local-Level - Local-level systems also involve the
"stable platform" concept but, as the name suggests, the plat-

form is maintained in alignment with coordinates defined by

the vehicle's position. Frequently the coordinates are such

that two of the accelerometers are aligned horizontally and

one is vertical. To maintain the platform in a level attitude

as the earth turns and/or as the vehicle moves, the initial

space pointing axis of the gyros is continuously changed by

precisely computed amounts. These computations are based on

stored values of the earth's angular rate and the INS-computed

values of velocity with respect to the earth's surface (i.e.

groundspeed). The gyro pointing changes are accomplished by

applying calibrated torques to the gyro rotors for controlled

lengths of time. In response to the torque, the gyro pre-

cesses through the desired angular change in pointing direc-

tion. Gyros intended for local-level mechanization applica-

tions must have this "torquing" capability.

A one-dimensional illustration of a local-level mech-

anization is presented in Fig. 2.3-3. Earth rotation is omit-

ted from the figure. The horizontal accelerometer senses the

vehicle's acceleration along the great circle shown. As a

differential distance AC is traversed, a platform gimbal angle

adjustment, Ae, is made by torquing the gyros where

ACA (2.3-1)

Thus, the level platform attitude is maintained as the vehicle

moves.
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Figure 2.3-3 Local-Level Mechanization in One Dimension

Key advantages of the local-level mechanization in-

clude constant accelerometer orientation in the gravity field

benign dynamical behavior of certain inertial system error

sources (such as accelerometer bias), and easier requirements

for interfacing with other systems. Often, systems used in

conjunction with an INS involve position or velocity informa-

tion expressed with respect to terrestrial (geographic) coor-

dinates. This is particularly true for marine navigation where

local-level mechanized systems enjoy widespread use.

*Accelerometer calibration parameters are less likely to change
if the instrument is maintained at a constant attitude with
respect to the gravity vector, resulting in higher accuracy.
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2.3.2 Error Theory(t)

Because inertial systems integrate acceleration sig-

nals to velocity and then to position outputs, gyro drift bias

and noise in the sensed acceleration cause, growing errors in

the indicated velocity and position. For this reason inertial

system accuracy is usually given in terms of a benchmark time.
This is usually the time span for a given level of error to

develop following a system update from a specified external

data reference. The need to bound INS error growth also mo-

tivates the use of external navigation aids. Some navigation

aids are discussed in Section 2.3.7. Because of the inherent

instability of INS errors and because of the exacting military

applications for which inertial system are used, considerable

effort has been devoted to understanding how inertial system

errors propagate, learning their dynamics, and using the broad-

est range of possible techniques to mitigate them.

Among the interesting and useful conclusions from the

study of inertial system theory is that INS errors propagate

with the same dynamics regardless of the manner in which the

system is mechanized (space-stable, strapdown etc.). As a

result, the propagation of errors through any inertial system

can be described by the same set of equations. Only the char-

acterization of the error sources requires attention to mechani-

zation details. Although surprising at first, the applicability

(t)This section contains material at a more advanced level
than the rest of the text.

*Of course it is presumed that the mechanization is "dynamically
exact." That is, if the INS sensors are perfect (i.e. without
error) and no environmental errors are present, then the INS-
indicated velocities and positions would be correct.

**However, the error sources, themselves, do depend upon the
frame of the sensor. See next section.
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of the same set of error equations to all inertial systems

should be easy to understand from the point of view of Fig.

2.3-1. All inertial navigation systems, regardless of mech-

anization, are intended to integrate sensed acceleration into

indicated velocity and position. Since the dynamics of this

integration is the same for any type of system (they all must

implement Newton's laws of motion), it is to be expected that

errors in quantities that drive the system should propagate in

similar, mechanization-invariant fashion.

Another way of stating this observation is to note

that both the INS mechanization and error equations can be

written in completely vectorized form. Vector equations can

be expressed in any coordinate system (they are reference-

frame invariant); this mathematical description provides the

basis for arbitrary mechanization reference frames as well as

for INS error propagation descriptions which are reference-frame

independent. Examples of vector formulations of INS mechani-

zation and error equations are provided in Section 2.3.6.

This property of coordinate frame invariance of the

INS mechanization and error equations is employed to frequent

advantage particularly in the analysis of the effects of geo-

physical and geodetic (G&G) errors on inertial systems. Spe-

cific examples are provided in Section 2.3.6. Since G&G errors

are usually most conveniently expressed in a north-pointing,

local-level frame, this frame is often used.

Sensor Reference Frame - It is appropriate to emphasize

that, while the INS error equations may be cast in a form which

is reference-frame independent (vector equations), this is not

the case for the sensor models. The sensor measurements actual-

ly occur in the reference frame of the sensor. If the errors
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in these measurements are to be modeled in some other,

conveniently chosen frame, a transformation is required to

relate the sensor reference frame to the chosen frame. This

is illustrated by considering bias vertical accelerometer er-
ror in a local-level INS for the case of a stationary vehicle

located on the earth's equator (depicted in Fig. 2.3-4a). In

the local level frame this error may be modeled correctly as a

constant. Consider the same situation but now with the accel-

erometer located on a space-stabilized inertial platform (axis
fixed with respect to the stars) as shown in Fig. 2.3-4b. The

accelerometer error expressed in the local level frame is now

sinusoidally varying at the earth rotation frequency since, to

an observer in the local level frame, the accelerometer will

be tumbling at the earth rotation rate.

I VERTICAL ACCELEROMETER REMAINS
I ALONG LOCAL LEVEL Z AXIS AS EARTH ZAXIS ACCELEROMEIEP 640FAIESROTATES - S ACCELEROMETER ERROR i AROUGH LOCAL LEVEL rIIAMF Ar

FREOUENCY 11 (24 1I01

ACCELEOMETE

OO ALOCAL LEVEL

ACPLATFORMPLAFOR

~EOUATOR E fOUATOR

INERITIAL
REFERENCE
DIRECTION

o) LOCAL LEVEL BIAS ACCELEROMETER ERROR FOR b) LOCAL LEVEL BIAS ACCELEROMETER ERROR FOR
ACCELEROMETER ON LOCAL LEVEL PLATFORM ACCELEROMETER ON A SPACE STABLE PLATFORM

Figure 2.3-4 Error from Accelerometer Bias Expressed in
Local-Level Coordinates from Both Space Stable
and Local-Level Accelerometer Mechanizations
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Tilt Errors - Errors in an inertial platform's orien-

tation result in misresolution of sensed accelerations and

hence velocity and position errors. Two characterizations of

inertial platform orientation errors are in common use. One

considers the angular difference between an inertial platform's

actual orientation and the orientation it would have if there

were no errors. This quantity is called platform tilt error

and it is frequently denoted by the vector angle, 0. Note
that 0 has three components corresponding to the three angular

degrees of freedom of a rigid body. Platform tilt angles are
particularly useful when system calibrations or updates are

being made which require a physical adjustment to the inertial

platform (or to a computer variable accounting for platform

misalignment). In modern, high quality inertial systems the 0

angles are very small, usually of the order of several sec or

better.

A second quantity used to describe inertial system

platform errors is the angular difference between the inertial

platform's actual orientation and the orientation it would

have in the absence of errors at the currently computed posi-

tion. This quantity is called computer platform error and

represents the tilt of a fictitious platform which is defined

by the actual platform tilt, 0, and the position error. The

definition is illustrated for a local-level system in Fig.

2.3-5. The computer platform error is frequently represented

by the vector angle, . In a high-quality INS, the magnitude

of q is also of the order of several sec or less. A third

quantity relates the two, namely the portion of the computer

platform error resulting from position error, 6. Figure 2.3-5

illustrates the relation between 6, 0, and ; namely

*Not to be confused with reduced latitude, used in geodesy,
which is also represented by the symbol t.
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Figure 2.3-5 INS Tilt Angle Diagram

- 0_ (2.3-2)

At first thought it seems artificial to define a tilt

error (W) in terms of two other errors. However, the advantage

of the I_ representation is that it allows the equations which

describe INS error propagation to take on a particularly simple

form in which the tilt error equations decouple from the posi-

tion and velocity error equations. The decoupled equations

can be solved for the q angles, which in turn are driving terms
for the position and velocity error equations. This is illu-

strated in Fig. 2.3-6. Some insight is gained into the tilt

error propagation dynamics for the case of a vehicle traveling

near the earth's surface at low latitude with a speed signifi-

cantly less than 450 m/sec (approximate equatorial velocity of
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Figure 2.3-6 Inertial System Error Diagram

the earth's surface with respect to inertial space). If the

gyro drift rates and q! angles are expressed in polar (P), equa-

torial (E), and longitude (A) coordinates as illustrated in

Fig. 2.3-7, the computer platform tilts are given by

- p (2.3-3)

d sE -_ ,
- A E 

(2.3-4)

dTF _ J +

-tX + e. (2.3-5)

where:

t = time

FE9 AEP = components of gyro drift

= computer platform tilt angles
(components of q)
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Figure 2.3-7 Polar, Equatorial, and
Longitude Coordinates

In Fig. 2.3-7 the unit A vector is defined in terms
of the P and E unit vectors by

P = x E (2.3-6)

and the earth's angular velocity vector, 0, is given by

_ 0 E + 0 X + 0 P (2.3-7)

Equations 2.3-3 through 2.3-5 are shown in block diagram form
in Fig. 2.3-8. Note that the equatorial and longitude gyro

* drift components result in undamped oscillations with a 24-hour
period and that the polar gyro drift component causes linear
growth to occur in the polar component of computer platform
error.
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Schuler Loop Errors - In a local-level solution frame,

the north (N), east (E), and vertical (Z-down) components of

position error for an inertial system operating near the earth's

surface are given by

d VE VN
SP = 6VN R tan 6 PE - 6h (2.3-8)

d VE VE

d (6 PE) 6 VE + - tan 0 PN - 6h (2.3-9)

d VN VEd- (6h) = -6VZ + 6 N+ - 6 PE (2.3-10)

where:

6h = altitude error

6VN, 6 VE,6 VZ = velocity error components

VE,VN = the east and north velocity components

R = the earth's radius

= latitude

These equations come from examining the mathematical effect of

small variations from nominal (perturbation analysis) of the

quantities in the inertial system mechanization equations.

The velocity error equations are

d = N- 6p N + g
t (6VN) = PN (Az+g) OE + A EZ R N

(2.3-11)
VE VN

- (2 0 sin L + -tan 0) 6VE + * V Z

*Note the distinction between the (NE,Z) reference frame and
the (E,A,P) frame discussed above.
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Figure 2.3-8 INS Computer Platform Tilt Error Dynamics

d (6V) (Az+g) N ANZ R 6PE + 6

VE VE
+ (2 Q sin 4 + -E tan ) 6 VN + (2 0 cost + -) 6VZ

(2.3-12)

d VN

(6V P + A + R49 6h + - R N6VN

d-t (6z) = NZ NE O EN R g R

VE

-(2 0 cos + -- ) 6 VE (2.3-13)

where:

I g = the acceleration due to gravity

PNPE'PZ = accelerometer errors
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6gN,6gE,6g z = errors in compensation for the
acceleration of the gravitational
field

AN,AE,A Z = the components of kinematic accelera-tion acting on the system

The dynamics of Eqs.(2.3-8)through(2.3-13) are visual-

ized more readily by the block diagram illustrated in Fig.

2.3-9. In Fig. 2.3-9 the cross coupling terms are represented

by dotted lines. Usually the dynamical effects of these terms

are not as strong as the principal error response illustrated

by the solid lines. Observe that the horizontal channel errors

(6P and 6 PE) exhibit sinusoidal oscillatory response with a

frequency given by

W :g _R (2.3-14)

This frequency is called the Schuler frequency. The correspond-

ing period is 84.4 minutes. Note that the Schuler period is

the same as that of a hypothetical earth satellite at zero

altitude. The closed-loop description of INS horizontal chan-

nel position and velocity errors illustrated in Fig. 2.3-9 is

referred to as a Schuler loop. It and the 24-hour oscillation

rate illustrated in Fig. 2.3-8 are the most important dynamical

characteristics of inertial system error behavior.

In Fig. 2.3-9 the altitude channel error loop is seen

to be similar to the horizontal channel Schuler loops but with

an important exception. The sign of the error signal fed back

into the acceleration error node is positive. Thus the alti-

tude channel is unstable with exponential error growth. This

growth is coupled to the horizontal channels through the ver-

tical velocity error cross coupling terms.

2-31



R47397

CROSS-COUPLING E---v-
TERMS BV z

414 2
+ VN BPN

89N +

*E,*zERRORS -

W2

SCROSS-COUPLING __--- VE

TERMS . V

8NE  8

Figure 2.3-9 INS Schuler and Altitude Loop Error Dynamics

in addition to vertical channel instability, the Schu-

ler loops will exhibit a linearly growing sinusoidal envelope

if any of the error sources driving them has power at the

Schuler frequency. One important Schuler frequency error

source is the inability to compensate perfectly for gravity.

Gravity errors are discussed at further length in the next

section.
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2.3.3 Inertial Systems and Gravity Effects

In Section 2.3.1 the need to account for the effects

of gravity accelerations on an INS is described. The errors

resulting from incomplete compensation of gravity vector com-

ponents influence terms in the inertial system velocity error de-

rivative Eqs. (2.3-11) through (2.3-13). This section dis-

cusses, in more detail, gravity compensation for a vehicle

traveling in the vicinity of the earth.

The gravity field of the earth is conventionally ap-

proximated as that of a homogeneous ellipsoid. Recall from

Unit One that the ellipsoidal approximation allows the value

and direction of gravity to be computed at any point on the

earth's surface, or in space, from an analytical formula. For

present purposes the ellipsoidal gravity formula can be repre-

sented as

ref gref(_S = (r) (2.3-15)

where g(r) is the gravity vector at a point in space defined

by the position vector r.

It turns out that the accuracy of the ellipsoidal

gravity formula is remarkably good. The difference between
the magnitude of actual gravity and that of ref (called the

gravity disturbance) is usually of the order of 50 mgal. It

never exceeds several hundred mgal on the earth's surface and,
at higher altitudes, is diminished even further. Noting that

the mean value of g is 980 gal, the reference ellipsoid

gravity formula is seen to be accurate to about one part in

20,000.

*The symbol y, conventional in geodesy, was used to designate
the normal (or reference) gravity in Unit One.
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Because the reference value of gravity must be com-

puted at the current position of an INS, the compensation of

Eq. (2.3-15)is mechanized as illustrated in Fig. 2.3-10. Note

that the gravity compensation signal is introduced at the ac-

celerometer outputs. This is why gravity compensation errors

appear as source terms in the equations for the derivatives of

velocity error rather than, say, the computer platform error

( ) equations.

R--47407 :

KINEMATIC
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ACCELERATION

CCELERACCELEPOSITIO

A 

+

Figure 2.3-10 Reference Ellipsoid Gravity Mechanization
in an INS

It is appropriate to emphasize that the gravity errors

remaining after the reference ellipsoid formula compensation

has been applied are simply the components of the gravity dis-

turbance vector introduced in Unit One:

true ref
6- g) (2.3-16)

true
where 6g is the gravity disturbance vector and g(r) is the

actual gravity vector at position r. When 6& is expressed in

local level coordinates, i.e.,
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6 g N1

6 6gE (2.3-17)

L 6gzj
the individual components are recognized as the gravity errors

which drive the INS error Eqs. (2.3-11) through (2.3-13).

It is also appropriate to recall from Unit One the

-relation between the horizontal components of the gravity dis-

turbance and the components of the deflection of the vertical,

namely

6g N = - g (2.3-18a)

E g n (2.3-18b)

where g is the value of gravity and € and q are the North and

East deflection angles.

In many instances it is adequate to identify the ver-

tical component of the gravity disturbance with the gravity

anomaly, Ag. However, strictly speaking, this is incorrect

and for exacting applications the governing relation is

6g Ag + N (2.3-19)

where N is the undulation of the geoid, discussed in Unit One.

Equation (2.3-19) is an important relation in physical geodesy

and can be derived by considering the geometry of the reference

ellipsoid and true gravity fields. The detailed derivation is

beyond the scope of this course.

2-35



2.3.4 Other Gravity Models

Earth Gravity Model (EGM) - For very precise inertial

navigation and guidance the reference ellipsoid gravity formula

does not afford sufficient accuracy. One alternative approach

is to express the gravitational potential field as a spherical
harmonic expansion as described in Section 1.3.2 (Unit One).

GMn n

V(r,',A) -GM ()( cos mA + S sin mA) P (sinr n0 r m=0 nm nm nm

(2.3-20)

.1

Notation is defined and explained in Section 1.3.2.

Since the components of the gravity vector are given

by derivatives of the geopotential, the harmonic expansion

formula of Eq. (2.3-20), like the reference ellipsoid formula,

provides an analytical, but more accurate, means of computing

gravity as a function of position. As pointed out in Chapter

Four of Unit One, the coefficients C and S nm have been com-

puted through degree and order 36 or more. It is recalled

that these results are based on satellite tracking observa-

tions, urface gravimetry, and satellite altimetry data.

For inertial system gravity modeling applications,

Eq. (2.3-20) is truncated to some moderate value of n, beyond

which lack of confidence in the accuracy of the coefficients

precludes significant improvement by adding more terms.

Note that when an EGM of the form of Eq. (2.3-20) is

used, the remaining INS gravity error sources are no longer

the ellipsoidally-defined gravity disturbance components of

Eq. (2.3-17). Instead, the inertial system gravity error vec-

tor is given by modification of Eq. (2.3-16) to
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true (
6 g()) (2.3-21)

where gn(r) is the gravity vector computed from Eq. (2.3-20)

up to degree and order n. Thus, for accurate values of the

coefficients Cnm and Snm, 6&n is chiefly composed of the

spherical harmonic terms from n+l to infinity.

Until quite recently, an important error source in

EGMs was the uncertainty in the product GM. However,; using

new techniques, this constant has been measured to an accuracy
of the order of one part in 107. Precise data have been ac-

quired by tracking spacecraft at very large distances from the

earth and by lvnar laser ranging (Section 1.4). The uncertainty

in the zero degree term of Eq. (2.3-20) (i.e. the inverse square

portion of the earth's gravity field) corresponding to an ac-

curacy of one part in 107 in GM is about 0.1 mgal at the earth's

surface. Because the inverse square portion of the gravity

field is large and diminishes slowly with altitude, GM is an

important contributor to ICBM impact errors in systems which

are not mechanized using the most recent values.

Point-Mass Gravity Models - Attempts to improve upon

the accuracy of EGMs require more accurate gravity field sur-

veys in the areas where an inertial system operates. The pre-

mapped gravity values are used, supplementing the EGM, as a

means for further reducing the gravity errors. In the imple-

mentation of a gravity map for INS compensation, two important

modeling issues must be addressed

*Statistical studies of gravity data have shown that the co-
efficients would have to be known to degree and order 3000
to compute earth gravity everywhere to an accuracy better
than 1 mgal.
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* How can a very large number of measurements
and computations be treated efficiently?

* How is gravity computed at an unsurveyed
site (e.g., part way along a missile
trajectory)?

One technique that has been employed to handle these problems

is to fit a fictitious set of subsurface point masses to sur-

face gravity data (i.e., to measurements of 6Zn) as illustrated

in Fig. 2.3-11. The gravity field due to the point masses is

easily computed from the sums of the inverse square distances

from each point mass. Thus gravity values at positions above

the surface can be found analytically. Despite the simplicity

of this analytic approach, current buried-point-mass gravity

models used for INS gravity compensation involve thousands of

parameters (masses) and require considerable computer time to

implement. Improvements are an active area of geodesy research.

R-47405
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Figure 2.3-11 "Buried Point Mass" Gravity Model

One application of buried-point-mass gravity models

is the generation of gravity field compensation for ICBMs.

Since the high degree and order terms of Eq. (2.3-20) attenuate
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rapidly with altitude (i.e., as the factor (R/r)n becomes

small) the EGM compensates trajectory points near the launch

site more poorly than points further up on the trajectory. An

approach which has been used successfully to model the gravity

field near ICBM launch regions is to survey the surface gravity

field with a survey point density that decreases with distance 9

from the launch site. This densification variation is also

extended to the positioning of the point masses. As a result,

the accuracy of gravity computed from the point mass model is

greatest near the launch site but degrades at distances far

away. One object of the design of such models is to adjust

the survey densification and point mass placement for minimum

missile target impact error. Several effects that must be

taken into account in the course of the optimization are grav-

ity model errors, the attenuation of gravity compensation er-

rors with altitude along the trajectory, and the time left for

gravity errors at a given point in the trajectory to propagate

into target miss. This last issue is the reason why little

attention is given to the gravity field in the target area; if

the missile payload encounters significant gravity errors near

the target end of the trajectory, there is not sufficient time

left for the gravity errors to induce appreciable position

errors. One particular buried-point-mass gravity model imple-

mentation, used for the Minuteman ICBM system, is illustrated

in Fig. 2.3-12. It is often referred to as the Launch Region

Gravity Model (LRGM).

2.3.5 Inertial System Initialization

Introduction - Initialization is the process used to

prepare an inertial system for mission use. Inertial systems

(t)This section contains material at a more advanced level
than the rest of the text.
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Figure 2.3-12 Launch Region Gravity Model (LRGM)

may be initialized in many different ways, depending on the

demands of the specific mission. However, all initialization

processes can be represented by a single, generalized mechani-

zation block diagram, such as that shown in Fig. 2.3-13, and

can be discussed in terms of three distinct activities:

2-40



0 Insertion of initial values for velocity
and position

* Alignment of the inertial sensors with
respect to the chosen navigation coordi-
nate system

0 Calibration of the system, to determine
scale factor and bias corrections for
the inertial sensors, prior to using it
for navigation purposes.

As indicated by Fig. 2.3-13, the initialization of an inertial

system requires the availability of information derived from

sources external to the inertial system. This information
must bear some definable relationship to the natural outputs

of the inertial system (acceleration, velocity, position, and

attitude). It may be derived either from constraints on the

motion of the vehicle during the initialization process or by

the use of measuring equipment external to the inertial navi-

gation system (INS).

'1INERTIAL INDICATED ACCELEPATION.VELOC!TY POSITION. ATTITUDE

SYASTEM V I E

ANDI/OR FILTER MEASURED OR
CONTROL LOGIC -CONSTRAINED ACCELERATION

rH AND/OR VELOCITY AND

NAVIGTION YSTE 
POSITION AND/OR ATTITUDE

ERROR ESTIMATES I ETRA

REFERENCE OR
CONSTRAINT

Figure 2.3-13 Generalized Inertial System

Initialization Mechanization
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The initialization process consists of comparing the

indicated outputs of the inertial system with corresponding

externally-derived information. The difference values thus

obtained, via a filter and correction/control logic, are used

to bring the inertial system into close correspondence with

the true dynamic situation of the vehicle.

Of the three activities characterizing the initiali-

zation process, the first two (insertion of initial values for

velocity and position, and alignment to an appropriate coor-

dinate frame) are necessary in all situations. Calibration of

the inertial system, on the other hand, is necessary only in

those situations in which the long-term stability character-

istics of the inertial sensors (i.e., the gyros and acceler-

ometers) are not adequate for mission performance.

Insertion of Initial Values - Inertial navigation

depends upon the integration (over time) of acceleration to

obtain velocity and position of the vehicle. As in any inte-

gration process, the initial values of the integrals (that is,

velocity and position) must be known. These initial conditions

must be entered into the inertial system's computer along with

appropriate trajectory guidance information.

Alignment - In general, alignment of the inertial

system is a process involving the measurement of systematic

error propagation patterns resulting from misalignment in the

presence of noise from the inertial system itself and from the

sources of external reference information. As such, it re-

quires a finite filtering time for its successful completion

and the availability of the external reference information

during the alignment period.
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Calibration - In some situations it is possible to

conduct limited, but useful, system calibration concurrent

with the alignment process. In general, however, complete

inertial system calibration for a chosen mission is a process

involving filtering times longer than those required for align-

ment and characterized by special calibration programs and

procedures.

Two further points are noted prior to discussion of

the various forms taken by the initialization process:

0 Inertial navigation is a three-dimensional
process. For this reason system initiali-
zation requires externally-derived com-
ponents of position and velocity along
three non-collinear, out-of-plane di-
rections or, in short, vector position
and velocity.

0 The basic inertial reference frame in
all earth-originated missions is a set
of inertially-fixed axes with origin at
the center of the earth. Since the mo-
tion (rotation) of the earth relative to
the set of axes is precisely known, ini-
tialization of an inertial system can be
achieved through availability of vector
position and velocity data relative to
the earth's fixed surface.

Commonly Employed Initialization Options - Figure

2.3-14 depicts the major methods of inertial system initiali-

zation in current use. A basic separation of the procedures

employed and equipment required for initialization is created

by mission reaction time considerations; specifically, whether

or not there is sufficient time to initialize the inertial

system before the vehicle embarks on the mission. Initializa-

tion commences with power-up of the system and (usually) some

form of coarse alignment. Coarse alignment is accomplished by

comparison of the inertial system attitude outputs to the best
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available external attitude references on the vehicle. In a

parked aircraft, for example, coarse alignment may proceed on

the assumptions that the airframe is roughly level and that

the aircraft compass system provides an approximate indication

of true heading. In inertial systems using mechanical (spin-

ning rotor) gyros, special procedures may have to be followed

to protect the gyros when the wheels are spun up. This is

particularly true when coarse alignment involves externally

imposed rotations of the structure carrying the gyros. In

these cases the gyros are caged during coarse alignment by the

use of electronic capture servos which prevent damaging mo-

tions of the internal elements of the gyros relative to the

gyro cases.

Pre-Mission Initialization (Stationary Vehicle) -

When the vehicle is stationary relative to the surface of the

earth, the initial values of position are usually known explic-

itly from prior survey (position of the launch site, dock, or

parking apron). Initial velocity values are known implicitly

from the stationarity constraint (ground speed and altitude

rate are equal to zero). Moreover, to some degree of accuracy

that depends on vehicle deviations from a truly motionless

state (resulting from wind gusts acting on the aircraft, de-

flections of the missile suspension system in the silo, mo-

tions of the vessel allowed by the moorings, etc.), position

and velocity of the vehicle can be determined over an extended

period of time. These factors create sufficient conditions

for the self-contained alignment of the inertial system. This

process is described later in further detail.

The process of self-contained alignment suffers from

two limitations which may be unacceptable in some operating

scenarios:
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It is time-consuming, particularly in
the solution for the azimuth alignment
of the inertial sensors (orientation of
the sensors in the local horizontal plane
relative to a known geographical reference
direction, e.g. true north)

* The final azimuth alignment solution
accuracy is limited h% a systematic er-
ror mechanism that mrN require employ-
ment of a distinct -nertial system cali-
bration mode for its correction. (Note
that this calibration procedure can often
be successfully conducted without the
use of e-:1 rnal refere es so that the
composite ilignment/ca'ibration process
is still self-contained.)

These limitations lead to the occasional use of ex-

ternal azimuth alignment data sources for more rapid and/or

accurate inertial system initialization prior to a mission.

When speed of reaction is the most important factor, a rapid

azimuth solution of tolerable accuracy may often be achieved

by comparison of the INS's aziruth orientation with other on-

board directional sensors. This process is termed Best Avail-

able True Heading (BATH) Alignment. Because of errors associ-

ated with the other onboard directional sensors, the resulting

initialization of the inertial system is usually less precise

than that obtainable through a self-contained azimuth align-

ment process. In fact, the most commonly encountered BATH

Alignment mechanization occurs on tactical aircraft and relies

on spotting of the aircraft (no aircraft movement since shut-

down after a prior mission). The last-recorded value of air-

craft heading (from the inertial system) is stored in the navi-

gational computer. This is one alternative to relying on on-

board sensors.
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In applications requiring very precise initial azi-

muth alignment (for example, ballistic missile guidance) the

system designer frequently has recourse to the use of.external

alignment references that transfer accurately pre-surveyed

angular information to the inertial system. Optical transfer

devices have been used for this purpose, a typical combination

being a photo-electric autocollimator (point light source,

optical elements for creating a parallel beam of light, and a

photosensitive detector to pick up the reflected light beam)

external to the vehicle. The component of the system con-

tained on the missile is a plane reflecting surface (or a 180

deg-reflecting prism) mounted on the structure carrying the

inertial sensors. The method of determing the azimuth orien-

tation of the optical transfer device varies widely with the

operational scenario. In some cases it forms part of a porta-

ble Azimuth Laying Set (ALS) which gyroscopically determines

the direction of local horizontal north. In others it is part

of a theodolite assembly used to look at a distant reference

point for azimuth determination.

In the foregoing discussion of initial azimuth align-

ment processes, it is assumed that the inertial system can be

aligned relative to the local gravity vector (leveling) with

sufficient accuracy to assure successful mission performance.

The reasons behind this assumption are discussed in more de-

tail in the section on INS alignment.

Early Mission Phase Initialization - The initializa-

tion of an inertial system on a moving vehicle requires other

onboard sources of position and velocity data. Many types of

equipment can provide these data (including another, pre-aligned

inertial system). Several ingenious schemes involving con-

straints on the early path of the vehicle have also been used

to provide implicit position and velocity data in some specific
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applications. In most modern applications, however, satisfac-

tory inertial system initialization in a moving vehicle re-

quires either: (1) position sensors capable of providing near-

continuous, accurate position information (from which vehicle

velocity can be derived) or (2) a combination of discrete po-

sition updating sensors (radar, sextant, landmark range and

bearing measuring devices, star-tracker, etc.) combined with

continuous velocity sensors.

Typical examples of currently-used or planned continu-

ous position sensors are LORAN and Global Positioning System

(GPS) receivers. The latter provide the three-dimensional

positional information Lequired for complete inertial system

initialization. The former require use of an altimeter or

depth gauge on the vehicle to provide the vertical position

(altitude) information needed for complete inertial system

initialjzjiion. f dLo rivigdrior aids are discussed at greater

length in Se: cion 2. 5..

T\picai vel(.ciry sensors ir contemporary use are Dop-

pler radar and Doppler- sonar systems. These can be mechanized

to providE altitude (or depth) rate in addition to the compon-

e-nts of ground speed lying in the horizontal plane. Frequently,

however, the ,vertical velocity component is provided by other

sensors. Tl, a degree of accuracy determined by flight or cruise

coridition.;, such device.- are true groun:ispeed sensors. In

imarin( v'essel! c.lectromagnetic (e.m.) logs are used to provide

velocitv inputs for inertial system initialization purposes.

Th,:se m-asure the sp.ed of the vehicle relative to the water

along its l,,ngitudini axis and require estimates of any cur-

-erts relative to the. suifact, of the earth to achieve complete

accur,icy. On ground-based vehicles an accurate speedometer

kand natu al c,,nstr.tint,, on side-slip and vertical motion of

t hev~-.icle) usuallv\ pr , ide \'ery satisfactory velocity refer-

et_'s for int-i al svstt.ti, initialization.
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The termination of the inertial system initialization

process is often marked by a deliberate change of mechaniza-

tion, signaling entry into the Inertial Navigation Mode. In

many moving vehicle applications, however, it is advantageous

to continue the use of external position and/or velocity data

throughout the mission to enhance the overall navigation sys-

tem capability. In either situation, at some point in time

the inertial system can be described as being adequately ini-

tialized for mission purposes. It then becomes available as a

Master Inertial System providing ac Aeration, velocity, posi-

tion, and attitude outputs on a continuous basis. These out-

puts can be used for the initialization of other (slave) iner-

tial systems on board the vehicle.

As a final, general observation on the initialization

of inertial systems on moving vehicles, note that the externally-

derived acceleration, velocity, or position data may be provided

in two distinct forms:

0 Components-in an external reference frame
that can be directly related to the iner-
tial system's reference frame (for example,
local north, east, and vertical)

* Components in the vehicle reference frame
(roll, pitch, and yaw axes).

Continuous position measurement systems such as GPS

and LORAN fall into the former category as do Master Inertial

J Systems. It is characteristic of the resulting alignment proc-

esses that they are greatly enhanced in speed and accuracy by

accelerations of the vehicle. For cruise vehicles in particular

(aircraft and surface vehicles), horizontal accelerations are

, very beneficial in speeding up the azimuth alignment process

and are frequently programmed into the vehicle mission profile

for this purpose (in the form of deliberate turns or weaving

flight patterns).
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Continuous velocity measurement systems such as Dop-

pler radar, Doppler sonar, true airspeed sensors, and e.m.

logs fall into the second category. This situation requires a

transformation of the externally derived velocity data into

coordinates that can be related directly to the inertial sys-

tem's reference frame. To avoid the need to equip the vehicle

with an onboard attitude reference of accuracy comparable to,

or better than, the inertial system itself, this transformation

is usually conducted using the (initially) coarsely-aligned

inertial system to provide the data relating vehicle axes to

inertial reference axes. The resulting mechanization is char-

acterized by alignment processes with dynamics and solution

accuracies that are largely independent of the vehicle motion.

Introduction to Alignment Principles (M ) - The objec-

tive of inertial system alignment is the accurate orientation

of the inertial sensors (gyros and accelerometers) relative to

the chosen navigation axes, prior to beginning actual inertial

navigation or guidance. The alignment process may take one of

two forms:

* Estimation of the angular displacement
between the inertial system platform and
navigation coordinate frame

0 Estimation and Control of the inertial
system platform orientation, resulting
in its alignment to a preferred orienta-
tion.

The former method is the only option for strapdown inertial

systems (where the inertial system platform is fixed to the

vehicle). It is also used in some non-strapdown applications

(notably in ballistic missiles). In both cases the estimation

(M)This section contains material at a more advanced level
than the rest of the text.

2-50



process results in the storage of accurate values for a set of

large angles in the navigational computer, usually in the form

of direction cosines relating the inertial system platform to

the navigation axes.

The Estimation and Control method is extensively used

in gimballed inertial systems when performance gains can be

achieved and/or desirable outputs easily obtained by accurate-

ly positioning the inertial sensor cluster to the preferred

orientation.

The navigation axes chosen in a given application

depend both on the mission and on the characteristics of the

inertial system. However, in terrestrial applications, all

forms of navigation axes have one thing in common -- they are,

by definition, earth-related. That is, they all possess some

definable geometrical relationship to a set of earth-fixed

axes, either at the origin point of the mission, the position

of the vehicle, or the destination (target). Thus alignment

of an inertial system involves defining the orientation of the

inertial system platform relative to an earth-related frame

prior to entry into the navigation/guidance mode.

To achieve this alignment it is necessary to use earth-

related physical phenomena that can be transferred to, or meas-

ured autonomously by, the inertial system in a manner that

provides the desired relative orientation information. Two

measurable physical quantities that fit this description are

the gravity vector at any fixed location on the surface of the

earth and the earth's rotation vector.

Figure 2.3-15 illustrates the relationship between

these two quantities. Note that the gravity vector, 9, pro-

vides a measurable reference force at any point on the surface
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of the earth. If this force is used as one of the physical

quantities sensed for alignment, the inertial system will be

aligned relative to the astronomic (plumb bob) vertical -- that

is, to astronomic latitude and longitude. If the inertial

system position initialization is now entered into the navi-

gation computer in the more commonly available geodetic coor-

dinates a circumstance exists which leads to the propagation

of a small error. This error can be significant in some ap-

plications requiring great precision (e.g., ballistic missiles),

and special corrective measures must be taken involving know-

ledge of launch-point deflections of the vertical.
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Autonomous Inertial System Alignment (Stationary Vehi-

cle) - It was pointed out previously in this section that, in

vehicles that are stationary on the surface of the earth, self-

contained alignment of the inertial system is possible. The

basic concepts of this process are briefly described here.

This alignment technique is widely used in pre-mission system
initialization and the principles involved are employed (with

suitable modifications) in moving vehicles.

Alignment Relative to the Gravity Vector (Leveling)(t)

When a vehicle is stationary on the surface of the earth, the

only force acting on the vehicle and its contents is the reac-

tion force exerted by the surface of the earth. This is equal
in magnitude and opposite in direction to the force of gravity

on the vehicle. In this situation, the outputs of ideal iner-

tial system accelerometers are simply the normalized components

of this single force along the directions of their sensing
axes. This is illustrated in Fig. 2.3-16a. The measured out-

puts of the accelerometers in this situation are:

f = f cos (90-A x ) = f sin Ax

fy = f sin Ay (2.3-22)

f = f sin A

where, for a stationary vehicle, the net force vector is,

simply, f =Ig"

The angles Ax, Ay, A define the inertial system plat-x y z
form orientation relative to the local level plane and can be

estimated from the measured outputs of the accelerometers.

(t)This section contains material at a more advanced level
than the rest of the text.
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Figure 2.3-16 Autonomous Alignment Relative to the
Gravity Vector

The relationships of Eq. (2.3-22) are used. This type of pro-

cedure is used for alignment relative to the gravity vector in

all strapdown systems and in some gimballed systems (usually

in ballistic missiles) where large values of the angles A ,

Ay, and Az characterize the preferred inertial system platform

orientation. The local value of g needs to be known accurate-

ly for this procedure, although it may be computed internally

from:

g = (f2 + f2 + f2 1/2 (2.3-23)
x y x

when x, y, and z are mutually orthogonal, or an equivalent

expression for non-orthogonally-mounted accelerometers.

Because of errors and noise sources inherent in the

accelerometers and slight random vehicle movements, the esti-

mation process requires a finite time (two to five minutes in
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most applications) for the accurate determination of Ax , Ay,

and Az . At the end of the process the values obtained for
z

these angles are stored in the navigation computer.

In many applications it is required that a principal

reference plane (e.g., the x-y plane) in the sensor cluster be

physically aligned with the local horizontal plane. (Recall

from Section 2.3.1 that the class of systems mechanized in

this fashion is called local-level.) Such a system is ini-

tialized by bringing the inertial system platform into ap-

proximate alignment with the locally level plane by a mechan-

ical adjustment with respect to known vehicle axes. Then Ax

and A become tilt error angles (4y and 4x) . The x and y ac-
y y

celerometer outputs that result are then used to drive the

inertial system platform (through the gyros and gimbal sta-

bilization servo loops) to the desired level state. The ac-

tion ideally stops when the measurements of the accelerometer

outputs (f and f ) reach zero. This process is commonly knownx y

as leveling. It is in widespread use in a variety of cruise

vehicle inertial navigation systems (aircraft, ships, and ground

transporters).

Alignment. Relative to the Earth Spin Rate Vector

(Azimuth Alignment)(t) - The previously described alignment

processes do not determine the orientation of the inertial

system platform about the gravity vector (subsequently re-

ferred to as Azimuth Alignment). In fact, they are not suf-

ficient for the complete alignment of the inertial system

platform relative to a triad of earth-fixed axes. This is a

reflection of the general fact that the complete alignment of

one three-axis coordinate frame with a three-axis reference

()This section contains materiAl at a more advanced level
than the rest of the text.
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frame requires the measurement of two non-collinear vectors in
both frames (or, in the situation of current interest, the

measurement in the inertial system platform frame of two non-

collinear vectors whose magnitude and direction are known in
the earth-reference frame).

Except in polar areas of the earth's surface, the
direction of the earth's spin rate vector is not collinear
with the local gravity vector (see Fig. 2.3-15); hence meas-

urement of the effects of earth spin rate on the behavior of
the inertial system can provide the means for azimuth align-
ment of the inertial system platform. In polar areas the com-

plete, autonomous alignment of an inertial system is not prac-
ticable and externally-provided azimuth references are required.

The principles behind the azimuth alignment process

are illustrated for local-level inertial systems that have
alre ady been leveled. Two situations of common interest are

depicted in Fig. 2.3-17. In the first, the objective is to

estimate the inertial system platform heading angle, AH, and
to store the final estimate (at the end of the alignment proc-
ess) in the navigation computer.

From Fig. 2.3-17a it can be shown that the components
of the earth spin rate vector about the inertial system plat-

form's x and y axes are given by:

Qx Q cos * sin AHX (2.3-24)

y Q cos * cos AH
yH

If 0x and Qy can be measured by the inertial system, then the

platform heading angle can be estimated from:
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Figure 2.3-17 Autonomous Azimuth Alignment

AH = arctan xM (2.3-25)
~yM

where Q xM and fyM are the measured components of earth spin

rate.

The method of measuring and (2 involves the iner-
x y

tial system accelerometers. The actual inertial system plat-

4 form rotation rate relative to inertial space is determined by

~~torquing rate conunands w , Wyand wz, applied to the inertial

~system gyros from the navigation computer. The platform rota-

tion rate relative to the earth (the direction of the local g

vector) is defined by the time rates of change of the platform

tilt angles 4 ¢y~ and defined in Section 2.3.2 and illu-
strated (for and y) in Fig. 2.3-16. The tilt rates about

x and y lead to accelerometer outputs, fy and f'whose time

rates of change are related to the tilt rates by:
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fx = -g d/dt(sin 0y) ~ g$y (2.3-26)

fy = g d/dt(sin ) ~ g$x

Measurement of the rates of change, fX and y of the acceler-

ometer outputs thus provides measured values y and 0 forpyM xM
the platform tilt rates from which the earth spin rates are

computed via:

QxM = Wx -xM (2.3-27)

0 yM W y 4 yM

Thus, the measured earth rate equals the inertial system plat-

form's rotation rate relative to the inertial space, minus

measured platform rotation rate relative to the earth. Equa-

tion (2.3-25) is then used to estimate AH.

In North-Slaved local-level systems, as illustrated

in Fig. 2.3-17b, the objective is to drive the inertial system

platform's x and y axes to point east and north respectively,

starting from an approximate east-north orientation attained

through Coarse Alignment. In this case it can be shown that

the essential information on the residual, small azimuth mis-

alignment angle z' appears only as a tilt rate about the x

axis. Thus the output of the y accelerometer contains the only

measurement needed to estimate 4z " The estimate of 0z is then

used, via an appropriate control function, to derive a rotation

rate command signal. This signal is applied to the z gyro

(and gimbal stabilization servo system) to null out the azimuth

misalignment. Gyrocompassing (the name given to this process)

is complete when the tilt rate, ,X9 is reduced to zero.

*Recall definition of from Section 2.3.2.
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The current state of the art in inertial sensor (ac-

celerometer and gyro) design usually leads to azimuth alignment

processes which require more time than the leveling process.

(Gyrocompassing times are typically 10 to 30 minutes.) How-

ever, since the continued existence of tilt rates 0x and 0y

during gyrocompassing inevitably leads to non-zero values of

Px and y , re-leveling of the sensor cluster is necessary

throughout the gyrocompassing process. It is therefore usual

to find leveling and gyrocompassing conducted as simultaneous

or interleaved operations in most system mechanizations.

Alignment in Moving Vehicles - Autonomous alignment

of an inertial system is not possible to any degree of accu-

racy in a moving vehicle. This is because the additional ac-

celerations and rotation rates caused by vehicle motion appear

in the INS alignment equations presented in the previous sec-

tions. Note the reappearance of the same problem of being

unable to distinguish between gravitation and kinematic ac-

celeration (discussed earlier in Section 2.3.1, and in Sec-

tions 1.2.7 and 1.3.3 of Unit One). In this instance, vehicle

horizontal accelerations change the apparent direction of the

g vector while vehicle velocity adds additional rotation rates

that corrupt the gyrocompassing process.

Nevertheless, alignment of an inertial system in a

moving vehicle in a manner analogous to that described for

stationary vehicles is possible, when an external velocity

(groundspeed) measuring system is available. The external

reference provides the additional information needed to solve

for the extra unknown accelerations and rotation rates ap-

pearing in the alignment equations. To accomplish this an

external reference system must provide velocity inputs that

can be transformed into components either along geodetic axes

(for example, local north, east,, and vertical) or along the

inertial system platform axes.
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External reference data are often available in a geo-

detic reference frame (as in the case of velocity data derived

from continuous positioning sensors such as GPS and LORAN re-

ceivers) or can be transformed into a geodetic frame using

attitude references external to the inertial system. These

mechanizations result in alignment processes that are affected

(beneficially) by vehicle maneuvers and course changes. The

term Spatial Rate Gyrocompassing is frequently used to describe

one such alignment process.

The inertial system platform axis mechanization op-

tion relies on the (coarsely aligned) inertial system to pro-

vide the attitude data whereby velocity inputs are transformed

from vehicle axes into inertial system platform axes. The

resulting alignment processes are virtually insensitive to the

vehicle flight profile. The term Earth Rate Gyrocompassing is

often used to describe the azimuth alignment process portion

of this mechanization option.

A detailed, quantitative description of external ve-

locity references is beyond the scope of this course. In gen-

eral, velocity navaids (navigation aids) are used to restore

the inertial system's ability to measure the direction of local

gravity and the value of earth-rate components in a moving

vehicle. The more general topic of aided-inertial systems,

which, as a special case, includes moving vehicle inertial

system alignment, is touched upon in Section 2.3.7.

Geodesy and the Inertial System Initialization Process -

The principles of autonomous inertial system alignment described

in the previous section extend, in one mechanization form or

another, throughout most current inertial system applications.

Errors associated with the alignment processes tend to be domi-

nated by inertial sensor and external reference data source
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imperfections. In most applications the limited amount of

filtering (estimation) time required to complete those proce-

sses is also a source of error. Thus, for example, accelero-

meter output bias errors (and fixed scale factor errors) lead

to incorrect measurements of the magnitude of the & vector and

its direction relative to inertial system platform axes. These

result in platform orientation errors relative to the local

vertical (tilts). In like manner, systematic time-varying

errors in the accelerometer outputs together with fixed (bias)

gyro drifts (spurious rotation rates due to internal gyro im-

perfections) interfere with the tilt rate measurement process.

Since this process is central to azimuth alignment (gyrocom-

passing), final alignment accuracy is affected. This can be

of serious consequence particularly in ballistic missile ap-

plications. Random, time-varying errors in the accelerometers,

the gyros, the external velocity reference systems, or simply

due to unknown vehicle motions at the pre-mission initializa-

tion site, place a lower limit on the time required for the

system to separate out the small, systematic error propagation

patterns attributable to misalignment. Noise-induced platform

misalignments alone can lead to unacceptably long azimuth align-

ment times (for example, 10 to 30 min in cruise aircraft).

However, some specific applications dictate the use

of very high precision (and very expensive) inertial sensors

whose performance parameters (accelerometer bias, scale factor

error, gyro drift bias, etc.) are very stable once the system

is switched on and sufficient time is allowed for switch-on

transients (mainly thermal effects) to die away. In these

applications the pre-mission (or early mission) mode of opera-

tion is usually engineered to allow exploitation of the sta-

bility of the gyros and accelerometers through extensive per-

formance parameter calibration routines embodied in the mission

preparation process. The end result is an inertial system in
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which the instrument errors are calibrated sufficiently well

to achieve very high initialization accuracies. At these lev-

-'els of accuracy, geodetic factors are significant in both the

initialization and the calibration processes, as well as in

the active mission phases.

The classical and almost exclusive example of this
type of application is that of high accuracy, all-inertial

ballistic missile guidance. However, some high precision,

long-duration cruise vehicle applications are appearing that

also may demand special consideration of geodetic factors in

the alignment process. The discussions that follow are re-

lated to ballistic missiles and apply, as qualified in the

text, to launch from fixed sites or from moving vehicles.

Ballistic Missile Guidance System Initialization Re-

quirements - It is appropriate to restate the inertial gui-

dance problem for long-range missiles in terms that relate to

the initialization process. The basic requirements are:

Both the launch point and the target
point locations must be precisely de-
fined in a navigation/guidance coordi-
nate reference frame that is accurately
maintained by the inertial system during
flight

a The missile velocity at launch (i.e., at
the end of the initialization process)
relative to the navigation/guidance coor-
dinate frame must be accurately known

o The inertial sensors must be calibrated
to a performance level adequate to ac-
complish both initial alignment and sub-
sequent mission accuracy requirements

* The inertial system platform must be
accurately aligned relative to the navi-
gation/ guidance reference frame.
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Targeting methods in current use yield target position coor-

dinates in terms of geodetic latitude, geodetic longitude, and

target elevation above the reference ellipsoid (or similar

parameters related to a worldwide geodetic system that can, in

turn, be related to the reference ellipsoid). Navigation/gui-

dance coordinate reference frames are also typically mechanized

in terms of the reference ellipsoid. Similarly, the launch

point coordinates are normally defined by geodetic coordinates.

Thus, with the exception of sensor calibration, all of the

initialization objectives (position, velocity, and attitude)

are related to the reference ellipsoid. Some of the implica-

tions are discussed below.

Geodetic Requirements for Accurate ICBM INS Initialization

Alignment to the Level Plane - The leveling processes

described earlier in this Section result in the alignment of

the inertial system platform to the local vertical. Recall

that the local vertical deviates from the normal to the refer-

ence ellipsoid by the vertical deflection angles t (North) and

0 (East). In the absence of other errors, the leveling process

will therefore terminate with the inertial system platform

tilted by angles of the order of 6 to 10 s from the local

horizontal north and east axes, relative to the navigation co-

ordinate reference frame (ellipsoid frame). For ICBMs, the

resulting impact errors at the target can be significant (up

to 30 m per se). Thus, it is of interest to know the values

of those tilts and to compensate for them in the alignment

process. To do this, measurement of the deflections of the

vertical at the launch site (by astrogeodetic survey or other

means) is required. During inertial system initialization the

launch site deflection of the vertical data usually take the

form of computer-stored values expressed as small fractions of

the local value of gravity. These corrections are added to

the outputs of the system accelerometers during alignment.
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The inertial system platform then seeks the normal to the ref-

erence ellipsoid during the leveling process.

Azimuth Alignment - Deflections of the vertical at

the launch site also lead to azimuth alignment errors in the

autonomous alignment process, unless steps are taken to cor-

rect for them. Recall that the autonomous azimuth alignment

process requires the measurement of platform tilt rates, 4x

and , about the inertial system platform axes. The tilt

rates are used (through Eq. 2.3-27) to derive measured values

for the earth rate components, 0 x and 0y, about those axes.

The torquing command rates sent to the inertial platform from

the navigation computer include terms representing earth spin

rate components that are derived from geodetic latitude. These

differ from the actual earth spin rates appearing along the

platform axes which lie along or normal to the astronomic ver-

tical. As a result, erroneous values for 1x and 0y are measured.

The computation for 0xM and 0yM is likewise in error.

It can be shown through perturbation analysis of

Eq. (2.3-27) that, for a north-slaved inertial system, the

magnitude of azimuth error is given by:

3 Azimuth error = q tan 0 (2.3-28)

Thus, an east deflection of the vertical (q) of 10 sec at a

latitude of 50 deg leads to a 12 sec heading error. The re-

sulting cross-track impact error for a nominal 6000 mile (9600

kin) trajectory is of the order of 1/3 mile (500 m).

It has been previously mentioned that the autonomous

azimuth alignment process can occupy too much time, particularly

M()This section contains material at a more advanced level

than the rest. of the text.
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in modern strategic systems with short reaction time require-

ments. Gyro bias drift errors can be particularly troublesome

by requiring very long times for adequate calibration. In

these circumstances an external azimuth line-of-sight of high

angular accuracy (of the order of one to five s e) is required,

together with a means for transferring it to the inertial sys-

tem platform. This implies site preparation through a geode-

tic survey which uses star sightings to establish the direc-

tion of the polar axis. As stated earlier this information is

typically utilized in a local optical transfer device at the

launch site.

The azimuth alignment process (and subsequent naviga-

tion) relies on the constancy of the earth spin rate vector

(both in direction and magnitude) relative to inertial space.

Angular migrations of the polar axis relative to inertial space

do occur (see Section 1.2.4 in Unit One), but their magnitude

is small and usually neglected in current inertial systems.

Calibration (t ) - It has been pointed out, in the ear-

lier description of the estimation process for establishing

the orientation of the inertial system platform relative to

the gravity vector, that the numerical value of gravity (g) at

the launch site is required. This can be obtained from the

accelerometer output readings. However, the existence of bias

and sca]e factor errors in the accelerometers leads to incor-

rect inertial system platform orientation estimates if this

procedure is used. Also, scale factor errors, both linear
* 2

(micro-g per g) and quadratic (micro-g per g ) are important

in subsequent powered flight. Thus, it is desirable to have a

(t)This section cctains material at a more advanced level
than the rest of the text.

" Note: 1 g = 980 gal (nominal surface value of gravity) and
1 micro-g = 0.980 milligal. These units are often
used in discussions of inertial systems.
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means fo- calibrating the accelerometers during pre-mission

operations. For modern ICBMs this operation involves rotating

the inertial platform to a number of different fixed nominal

positions relative to the g-vector. A launch site measurement

of the absolute value of gravity (see Section 1.3.3 in Unit One)

is also required. In some very precise ICBM applications, the

absolute value of gravity is required to ±0.5 micro-g. For

some performance verification tests of such systems or their com-

ponents, even higher accuracy in the knowledge of absolute gravi-

ty at the test site is required. Even the effect of the lunar

gravity field must be taken into account in such applications.

Initialization in Moving Vehicles - Elaborate gravi-

metric surveys are generally impractical for moving missile

launch platforms. Accurate system initialization in such sys-
e

tems must rely heavily on position and velocity data from ex-

ternal measurements or aids. These aids, in addition to pro-

viding the initial position and velocity conditions for missile

launch, must be precise enough to allow accurate determination

of the orientation of the inertial system platform relative to

the navigation coordinate frame. This implies a capability to

determine the launch point deflections of the vertical from a

comparison of the inertial system outputs with the external

sensor outputs. Some degradation of initialization accuracy

is to be expected under these conditions.

2.3.6 Effect of Launch Point Errors on Strategic
Weapons Systems(t)

With the World Geodetic System defined in Section 2.2

and its application to target positioning and weapon system

(M)This section contains material at a more advanced level
than the rest of the text.
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launch point positioning appropriately described, the effects

of error in both the target and launch point positions may now

be discussed. The discussion is presented in the context of

the inertial navigation problem, primarily because of the re-

alities that surround the current generation of U.S. weapon

systems in which enroute navigational accuracy is a critical

performance issue. Other contexts are also possible, and are

addressed briefly at the end of this section. But for both

current and emerging generations of USAF and USN strategic

ballistic missile systems, as well as the current generation

of USAF strategic cruise missiles, the inertial navigation

system is the primary mechanism through which launch point and

target position errors affect weapon system accuracy.

A detailed treatment of the theory of inertial navi-

gation is outside the scope of this course, but a brief treat-

ment of the principles and equations involved provides a use-

ful framework with which to discuss the launch point and target

geodetic issue. The following discussion might be viewed as

an extension of the material introduced earlier in Section

2.3, particularized initially to the ballistic missile case.

As discussed in Unit One, the earth's gravitational

field is a conservative field, and the gravitationally-induced

acceleration of a vehicle located at any spatial point in this

field is a function only of the vector position of the vehicle

= g(r) (2.3-29)

At a point P(r) in space above the surface of the earth, there

exists a required velocity, VREQ , which is a function of r and

the position of the target, such that if the vehicle were to

*It is also a function of the desired trajectory altitude at
apogee, or (alternatively) the reentry angle. Minor non-
ideal effects (primarily atmospheric drag during reentry) are
also taken into account in the calculation of V-REQ-
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acquire this velocity, it would travel solely under the in-

fluence of the gravitational field (with no external forces

required) along a trajectory that would cause it to impact on

the target. The calculation of VREQ as a function of r and

the target position is the guidance problem. There remains

the navigation problem, which involves the continuous deter-

mination of values of position, P(r), and velocity, V, while

the missile is enroute to the target, in order to provide a

basis for steering the missile to reach VREQ"

The inertial navigation system measures the non-

gravitational portion of the missile acceleration. This non-

gravitational element is commonly called the sensed accelera-
tion, as. As discussed in Section 2.3.3, the total accelera-

I -

tion at any time is the sum of as and the gravitational

acceleration,

+T = a+ (2.3-30)

The gravitational acceleration cannot be measured by the iner-

tial system, but since it is a function only of position, and

the navigation system is keeping track of position, it can be

calculated in the navigation computer. With the total acceler-

ation thus available through a combination of measurements and

calculations, the missile position and velocity can be deter-

-Imined continuously by integration

t
V(t) = a iT dt + VoV (2.3-31a)

t
0

t
P(t) = f V(t) dt + P (2.3-31b)

t
0

*That is, the second derivative of position.
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where to is the time at which the inertial navigation process

is initiated (normally just before launch), and P0 and V are
the initial position and velocity at this time.

Recall that an inertial navigation system must be

initialized in position and velocity before the navigation

process begins. The INS subsequently calculates the cumula-

tive change in position and velocity during the flight, by

measuring and processing the non-gravitational acceleration

time history of the vehicle. This view of the inertial navi-

gation system as an open-loop spatial integrator is critical

to the following discussion of launch point position error

propagation.

It should be apparent at this point that knowledge of

the relative locations and velocities of the launch site and

the target site in a well-defined, common geodetic coordiinate

system is a necessary prerequisite to the navigation and tar-

geting process for inertially guided weapon systems. Errors

in knowledge of these quantities, and their effects on weapon

system accuracy, are therefore of interest. In the following

paragraphs, launch site and target site error propagation ef-

fects are addressed.

The error equations, which describe the propagation

of error quantities through the inertial navigation system

under the assumption that the errors are in the linear range

(i.e., that the position errors are small compared to the ra-

dius of the earth, that the errors in the missile's velocity

*Determination, from the inertial system measurements, of the
vehicle position and velocity during the powered portion of
mission.

**Determirition of the aim point, translated into V REQ in the
case of Iallistic missiles.
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are small compared to its actual velocity, etc.), are obtained

by perturbation of the missile equations of motion (Eqs. 2.3-31a

and 2.3-31b)

t
6V(t) = f 6a(t) dt + 6V_o (2.3-32)

t
0

t
6P(t) = f 6V(t) dt + 6PEo (2.3-33)

t

-here

6P(t) = missile position error at time t

6V(t) = missile velocity error at time t

6Po = initial position error

6V0 = initial velocity error

6a(t) = acceleration error

Errors in the launch point position are accordingly introduced

as initial condition errors in the linearized error equations.

Their propagation through the navigation process, however,

-:s complicated by their continuing effect on the computed

4 acceleration.

Recall from Eq. (2.3-30) that the gravitational con-

tributions to the total acceleration of the vehicle must be

calculated from the available position estimate. The acceler-

ation error, 6a(t), in Eq. (2.3-32) accordingly takes the ex-

panded form

6a = 6a s + 6g (2.3-34)

= 6a + 6P (2.3-35)
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The term 6as in the above equation is the error in the measure-

ment of non-gravitational acceleration. It is due primarily

to navigation hardware imperfections, and is not of interest

in this context. The second term in Eq. (2.3-35), however,
shows how a position error, arising either from an initiali-

zation error or from any other source, feeds back into the

navigation process through the gravity computation to appear

as an acceleration error. The acceleration error subsequently

integrates into further position errors. This is the well-

known gravity feedback effect, which tends to dominate the

short-term dynamics of inertial navigation systems in so many

situations of practical interest. It is a consequence of the

physical laws mechanized in inertial navigation systems and

cannot be eliminated by design.

The response of the navigation system to errors in
the initial conditions (6P and 6V ) may be evaluated by ex-

pressing the gravitational acceleration specifically in terms

of the vehicle position

rg() - r (2.3-36)

r

where

r = vehicle position with respect to the
center of the earth

GM = product of the universal constant of gravi-
tation (G) and the mass of the earth (M)

r = magnitude of the vector r

*There is another component of 6F, not shown specifically in
Eq. (2.3-35), which represents the error in modeling the
gravity field. This term is discussed in Section 2.3.2.
The second term in Eq. (2.3-35) represents the error in
the computed gravitational accelerations caused solely
by the error in estimated position.

**This is another view of the Schuler dynamics discussed in
Section 2.3.2.
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and calculating the spatial gradient matrix in Eq. (2.3-35).

The position and velocity error profiles resulting from errors

in launch point position and velocity are then determined direct-

ly from the linearized error equations (Eq. 2.3-32 and 2.3-33).
I

The details of the calculations are outside the scope
of this discussion, but the results may be summarized as follows:

0 Errors in the vertical component of the
launch site position, and in the horizon-
tal downrange component of th'e launch
site velocity, lead to downrange position
errors which increase with time as the
missile proceeds toward the target

* All other components of position and
velocity errors at the launch site lead
to undamped oscillations in the horizon-
tal components of subsequent navigation
errors, varying with a period of slightly
under 90 minutes. These are the well-
known Schuler oscillations, illustrated*
in Fig. 2.3-18.

0 There is a fundamental instability in
the vertical channel of the navigation
system. If a vertical position error
appears, from any source at all, it in-
creases exponentially with time.

In all three cases, the target miss sensitivities tend to be

strong functions of the trajectory shape.

*Figure 2.3-18 illustrates the crossrange position and velocity
error profiles that result from a launch site crossrange position
error of one meter. The amplitude and the Schuler oscillation
period are established primarily by the geophysical characteris-
tics of the earth and only secondarily by the missile trajectory
characteristics. The trajectory, however, determines the flight
time, and therefore controls the magnitude of the navigation er-
rors at the time of target encounter.
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Figure 2.3-18 Crossrange Position and Velocity Error
Profiles Resulting from Initial Crossrange
Position Error

For the current generation of USAF ICBMs of the Min-

uteman class, the miss sensitivities to errors in launch site

geodetics for a typical operational mission (North-firing,

5000 nm (9300 km) range, 600 nm (1100 km) apogee altitude,

detonation on impact) are as shown in Table 2.3-1. The table

lists downrange and crossrange miss contributions (in m) aris-

ing from errors of unit magnitude (1.0 m for position, 1.0

m/sec for velocity) in the position and velocity of the launch

site. The miss sensitivities to the horizontal components of

launch site position error are seen to be of the order of unity,

with somewhat larger sensitivites for the launch site vertical
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TABLE 2.3-1

MISS-SENSITIVITIES DUE TO LAUNCH POINT ERRORS

MISS SENSITIVITY

DOWNRANGE CROSSRANGE

Position Error (Note 1)

Downrange -0.3 -0.4

Crossrange 0.1 0.6

Vertical 4.2 -1.2

Velocity Error (Note 2)

Downrange 4400 -480

Crossrange 100 -900

Vertical 1500 -500

Note 1: These quantities have no units
(meters per meter)

Note 2: These quantities have units of seconds

(meters per meter/sec).

position error. While actual error magnitudes for currently-

deployed weapon systems are classified, it is well known that

modern direct-survey techniques can locate any point in the

Continental United States (CONUS) with respect to a central

CONUS datum to within less than 15 m horizontally and 5 m ver-

tically. Weapon system miss contributions due to launch site
position errors at the one-sigma level are therefore likely to

be well under 30 m.

The launch point velocity error miss sensitivities

shown in Table 2.3-1 are normally not of interest for fixed-

point ground-launched ballistic missiles. * The magnitudes of
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these sensitivities are seen to be extremely high, however,

and the implications for mobile-based ballistic missiles as

well as long-range air-launched cruise missiles are important.

In the case of missiles launched from a moving base

(submarine, aircraft, etc.), the initialization of the missile

navigation system must be carried out by transfer from the
navigation system of the base vehicle. The only long-range
U.S. ballistic missiles currently deployed which fall into

this category are the SLBMs of the USN Poseidon type, although
future force components could include USN Trident missiles and

possibly air-launched versions of the USAF MX ICBM as well.

The magnitude of the miss sensitivities to initial velocity
errors is a strong function of the range to the target, but it

is apparent from the example in the table that missile carrier

velocity errors of a small fraction of a meter per second are

required if CEPs below 500 m are of interest.

The error propagation equations and missile system
initialization requirements discussed above apply equally to

ICBMs and to inertially guided cruise missiles, with two ad-
ditional considerations in the cruise missile case:

0 For long-range vehicles of the Air Launched
Cruise Missile (ALCM) class, the extended
duration of the powered flight phase of

*The prelaunch velocity of ground-launched ballistic missiles
is not zero. In an inertial (non-rotating) coordinate system,
earth rotation effects produces launch site velocities of the
order of 200 m/sec at moderate latitudes. The launch site
velocity error, however, is normally very small. If the
launcher (s-i-o, etc.) is normally motionless with respect to
the earth, the initial velocity error is due primarily to
the initial position error, and can be computed from the
earth's angular velocity, At a latitude of 45 deg, a worst-
case (North) position error of 30 m produces a worst-case
(East) velocity error of well under 0.003 m/sec.
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the mission (several hours, as opposed
to a few minutes with ballistic missiles)
greatly magnifies the problem of instabil-
ity in the vertical channel. Unaided
inertial navigation in the vertical di-
rection for this period of time is not
practical, and an altimeter must be pro-
vided as a basis for (frequent) periodic
updates to the vertical position and
velocity estimates.

0 For further practical reasons associated

with the accuracy of current-generation
strategic aircraft navigation systems
and the expected accuracy of the ALCM-
class missile navigation hardware, all-
inertial ALCM navigation will not provide
the accuracies that DoD requires for the
anticipated ALCM missions. (This is not
due to a fundamental limit on the accuracy
of the inertial navigation process. It
is primarily a reflection of inertial
hardware costs.) In this situation, the
problems associated with accurate cruise
missile inertial navigation can be greatly
mitigated by introducing a capability for
occasional position updates, or "fixes,"
during the flight to the target. The
net effect is a major reduction in the
miss sensitivity to inertial system ini-
tialization errors.

Finally, it is appropriate to mention the effect of

target position errors. These errors are introduced into the

inertial guidance process as errors in the calculation of the

required cut-off velocity which will result in impact on the

target. The miss sensitivity to the horizontal components of

the target location error is unity. But the sensitivity to a

* REQ' as defined after Eq. 2.3-29.
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target height error is somewhat larger because of the target

approach geometry (Fig. 2.3-19). The magnitude of the sensi-

tivity depends on the trajectory parameters and the terrain

characteristics in the target area, and typically lies between

2.0 and 4.0 (meters per meter).

A-i 7399

REENTRY TRAJECTORY

ASSUMED TARGET LOCATION

ACTUAL TARGET LOCATION

IMPACT POINT

Figure 2.3-19 Propagation of Target Altitude Error
into Downrange Miss

2.3.7 Aided Inertial Navigation Techniques

As has already been discussed, the errors of an unaided

INS typically grow with time in an unbounded manner. As a con-

sequence, the cruise inertial navigation systems used in modern

aircraft, missiles, and submarines are normally aided or damped

with data from external (i.e., non-inertial) sources, such as:

* Altimeter or depth gauge

0 Speed reference (Doppler radar or ship's
velocity log)

* Position reference (radio navigation
system, navigation satellites, etc.).

*With the warhead fuzed for detonation on impact.
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The errors of an aided INS are typically bounded, although

they grow between position fixes.

The techniques that are used to combine external ref-

erence data with INS outputs fall into two categories: "con-

ventional continuous-feedback damping" and "Kalman-filter

damping." Conventional continuous-feedback techniques are

often used with altitude and speed reference devices, whereas

Kalman-filter techniques are frequently used with position

reference devices. However, the trend in recent years has

been toward more extensive use of Kalman-filter techniques.

An overall conceptual diagram of a multisensor-aided INS is

shown in Fig. 2.3-20. A conceptual diagram of INS error com-

pensation and correction is presented in Fig. 2.3-21.

Inertial system sensor errors may be divided into two

categories:

0 Errors associated with the measurement
device itself are referred to as instru-
ment errors

0 Errors induced by external factors which
operate independently of instrument quality
are called environmental errors.

Examples of instrument errors are gyro drift, accelerometer

bias, or radio receiver noise. Quantities such as deflections

of the vertical, radio-wave propagation anomalies, and baro-

metric variations due to weather patterns are in the environ-

mental error category.

*Kalman filters are signal mixing and estimation algorithms
designed to take advantage of the known statistical properties
of system measurements and the errors that corrupt them.
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Example of an External Aid (Altimeter) - Often an

altimeter is used to stabilize the INS vertical channel. One

simple configuration which is sometimes mechanized involves a

filter to process the altimeter signal, as shown in Fig. 2.3-22.

In this instance, the estimated altitude error is referenced

to the accelerometer outputs and removed by subtraction. This

corrects the velocity error as well as the altitude error.

A-ISlS

OTHER ALTITUDE +

LOOP DRIVING .- ALTITUDE ERROR
ERRORS

INERTIAL ALTITUDE

ESTIMATED ALTITUDE ESTIMATED (FROM INS)
ERROR REFERRED r"--t ALTITUDE +

TO ACCELEROMETER , ERROR

REFERENCE ALTITUDE
(FROM ALTIMETER)

Figure 2.3-22 Static Stabilization of Altitude Error

Often simple filters are used in specific segments of

the system (as in the previous example of vertical channel

static stabilization), while a more powerful algorithm such as

a Kalman filter is employed to estimate errors of the system

as a whole. In such instances the local filter relations be-

come incorporated into the appropriate INS error propagation

equations or instrument models. The Kalman filter estimation

*Recall from Section 2.3.2 that the INS vertical channel is
unstable.

**Instruments will frequently employ prefilters, which operate
on the instrument output to provide a signal suitable for
further processing (demodulation, spike removal, etc.).

2-80



algorithm then takes into account all of these relations in a

system model and estimates errors on the basis of all known

dynamics.

Stellar Inertial Guidance - A star sensor measurement
can be used to provide an inertial system update by comparing

the predicted star location with that actually observed. Since

star locations are known to accuracies better than one sec, a

stellar update can be used for the accurate reset of certain

INS errors. This is accomplished as follows.

Prior to the mission a star is selected, which is to
be observed at a particular time. Using an onboard clock and

the star's celestial coordinates, the star sensor is pointed

by the INS so that, at the correct time, the star lies in the

center of the tracking instrument's field of view. However,

because the inertial system platform typically possesses some

error in its orientation, the star image is displaced from the

center of the viewing field, as illustrated (for one type of

star tracker) in Fig. 2.2-23. The INS platform orientation

corrections required to center the star in the field are the

measurements provided by the sensor.

In terms of the INS error quantities discussed in

Section 2.3.2, the star sensor measures the two components of

the computer platform misalignment angle ( ) that are per-

pendicular to the line of sight (LOS) to the star. That only

two degrees of freedom can be measured by a single star sight-

ing is apparent from Fig. 2.3-23. When the star image is at

the center of the screen (no error indicated), the platform

could still have an arbitrary amount of angular error about

the LOS axis.
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Figure 2.3-23 Star Sensor Measurement

It is appropriate to discuss why a star sighting of-

ten does not reduce position errors as much as might be hoped.

Recall from Section 2.3.2 that the computer platform error

is a combination of the actual platform tilt error, 4_, and the

* tilt error resulting from position error, 0. Figure 2.3-24

illustrates the effect of a star measurement which eliminates

tj angle errors. Note that Fig. 2.3-24 indicates that current

position errors are unaffected by the measurement. In actual

fact it turns out that some portion of position error is cor-

related with the observable components of ol angle error and

can be estimated using advanced signal processing techniques

However, position and velocity errors originating from sources

that are independent of are not observable by star sighting

measurements. Thus, the effects of gravity disturbance errors

or any other Schuler loop error source that is uncorrelated

with tp cannot be improved by stellar guidance techniques.
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In the foregoing discussion, the conceptualization is
used of a star tracker which nulls out the difference between
the actual and computed position of the star in the viewing

field. In practice, with ICBMs, a star fix can be implemented
somewhat differently. Instead of physically slewing the iner-
tial guidance platform, the misregistration of the star image

from its computed screen position is stored in the computer.
The corresponding angle corrections computed from the mis-

registration distance are taken into account in subsequent

inertial system calculations. In addition, because the boost

portion of the trajectory is finished, the velocity error com-

puted from the star fix is corrected by activating small thrust-
,

er rockets on the warhead-carrying stage. The measure-compute-

thrust, compute-thrust, etc. sequence is illustrated in Fig.

2.3-25. R-47403

TRAJECTORY

SMALL CORRECTION
THRUSTS

COMPUTE VELOCITY
CHANGE REQUIRED

BOOST

EARTH

Figure 2.3-25 Implementation of Stellar Update

*Often referred to as the "bus."
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A stellar observation is accomplished somewhat dif-

ferently on a missile stage which is spinning. On such a ve-

hicle the star sensor is aimed so that, at a certain instant,

the star image nominally crosses the center of the sensor.

The sensor's screen consists of several diametral photosensi-

tive slits as illustrated in Fig. 2.3-26. As the vehicle turns,

the star image passes over each slit and generates sequential

event times. The time differences between these observations

and their collective variation from the expected time of the
star sighting are used to calculate the angular corrections

required to center the star in the sensor's viewing field.

Note from Fig. 2.3-26 that the further off-center the star

image falls, the greater is the time lag between events. For

the case in which the sensor begins the viewing sequence in

perfect alignment, the star image track passes through the

center of the field and only one event is observed, which syi-

chronizes exactly with the precomputed time at which the star

observation is expected. R-47404

PHOTO-SENSITIVE
SLITS

EVENT TIMES 
t

/ -

PATH OF
STAR IMAGE

STAR SENSOR
VIEWING FIELD

Figure 2.3-26 Spinning Vehicle Star Sensor
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Correlation Guidance - Correlation guidance, which

includes various terminal homing guidance techniques discussed

in the next section, is a navigational process based on recog-

nition of terrain features. These correlation techniques com-

pare a sensed profile of ground signatures* (of both man-made

and natural objects) acquired during flight with signatures

obtained from a reference map (whose position is known) pre-

pared prior to flight. This comparison gives the relative

position of the measured signature within the reference map,

which is then used to create a position update for the iner-

tial navigation system (INS) aboard the vehicle.

As a simple illustrative example of correlation guid-

ance, consider a pilot in an aircraft who establishes his co-

ordinates by noting a distinctive cluster of oil tanks below,

which is also indicated on his navigator's chart. In effect,

the pilot performs a pattern recognition which may be viewed

as a comparison process.

In a more refined form, the same fundamental tech-

nique is used in image correlation schemes of map matching.

With these schemes, the terrain is observed with imaging sen-

sor (e.g., camera, laser scanner, radar imager) and compared

with prestored reference maps until some best correlation of

images or scene signatures is achieved between the observation

and the reference. In either of these examples, a navigation

fix can be achieved through the use of exhaustive search or

scanning until the comparison between observation and reference

indicates "best agreement" between the sensor observation and

the map.

**The term signature refers to easily distinguishable or unique
features in the imaged scene.
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In the following development, a mathematical model of

the correlation guidance navigational process is described. The

model is oriented toward the TERrain COntour Matching (TERCOM)

correlation technique. In the TERCOM example, the altitude

measurements are considered to lie on a straight line and are

used to establish a particular terrain profile from which the

vehicle's trajectory can be deduced through correlation.

TERCOM Technique (t ) - The fundamental process employed

in the TERCOM profile correlation technique involves a compari-

son of the profile of terrain heights overflown by the vehicle

with a stored two-dimensional map of terrain heights. Through

proper interpretation of such comparisons, over some profile of

terrain, a measure of navigation system error is obtained. More

specifically, the technique is stated as follows (Fig. 2.3-27):

Given:

0 A profile of n radar altitude measure-
ments ARad(J) = 1,2,...,n, of vehicle alti-

tude above some "radar surface" of the
terrain

0 Inertial navigator indications of vehi-
cle position at times corresponding to
the altitude measurements above

0 A stored map (ADX Map; see below) of the
theoretical radar surface elevation of
the terrain which includes, as a subset,
the actual vehicle path.

Determine:

* The vehicle position (navigation fix)
which is most consistent with the above-
described information regarding the vehi-
cle path as well as the current set of
profile measurements, ARad(J), j=l,2,...,n.

(M)This section contains material at a more advanced level
than the rest of the text.
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Figure 2.3-27 Radar ADX/Terrain Geometry

The radar surface is the apparent surface which the

radar senses and is generally distinct from the actual terrain

surface due to the effect of a wide beam radar antenna -- see
Fig. 2.3-27. The theoretical radar surface is computed from a
detailed simulation of the radar return pulse, and is general-

ly denoted as the Area Depth Transformation (ADX) surface.

One complication encountered in TERCOM reference map prepara-
tion deserves note. Methods for obtaining the raw mapping

data use stereoscopic imagery and topographic mapping systems.

Terrain altitudes for the TERCOM references must be derived
through the use of stereo compilation techniques.

As shown in Fig. 2.3-27, the Radar Terrain Sensor

(RTS) measurements are actually measurements of altitude above
the radar surface ARad as distinguished from the vehicle alti-

tude above a standard reference (sea level), denoted by A, and

2-88

IIIIIII



the vehicle's true instantaneous height above the terrain,

denoted by AT. The RTS measurement is equal to the radar al-

titude, ARad, corrupted by an unpredictable random measurement

error (noise). This measurement error includes radar fading,

radar receiver noise, etc.

Simultaneously, as samples of measured radar vehicle
altitude are acquired, samples of indicated vehicle position

are available from an inertial navigation system (INS). They

are designated XINS, YINS' and AINS. These samples (which of

course contain the INS errors) are stored as an array along

with similarly stored samples of RTS measured altitude. The

RTS measurements may now be subtracted from the INS-indicated

altitude to obtain a profile of measured radar surface eleva-

tions, denoted hRad .

The radar surface elevations are sampled at distance

intervals which match the resolution of the stored reference

data. The radar observations are made over a specified pro-

file length, typically on the order of 7 to 9 km. Flat areas

typically require a longer profile length than rugged terrain,

in order to insure that sufficient information is obtained to

provide reliable correlation.

The profile of these measured radar surface eleva-

tions is correlated with all of the terrain profiles (hREF)

contained in the appropriate stored reference map. The pro-

file in the reference map which has the highest correlation

with the measured profile is then assumed to be the profile

actually measured, and the location of the first point of the

correlated profile within the reference map is the estimated

position of the vehicle, at the time when the corresponding

altitude measurement was taken.
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There are several algorithms for computing an index

of correlation, which is, in effect, the measure of a profile

fit. In each case, the index is generated for all combina-

tions of offsets between the reference map profiles and the

sensed profile data. One algorithm commonly used is the Mean

Absolute Difference (MAD), defined as

(MAD) M h (+ M _h- h ef(n,i)n,2 = l (hRad(2+i) " hRad(+j)) -Re

(2.3-37)

where

M = number of samples in each of the profiles stored
in the terrain reference map (a two-dimensional
array MxN)

N = the number of profiles stored in the terrain
reference map

2 refers to a sample in the measured radar
surface elevation profile (a one-dimensional
array of total length L+M-l)

The MAD algorithm differences the means of the various

parameters. Hence, the first parenthesis pair within the abso-

lute value sign is the zero-mean version of the profile differ-

ences; hRef(n,i) has already had the mean removed. The result

of this processing is a two-dimensional array, NxL in size, of

values of the correlation index. The coordinates n,2 corre-

sponding to the minimum value determine the TERCOM navigational

fix -- the best match between a portion of the measured terrain

profile and various reference profiles.

Terminal Homing

As can be seen from Fig. 2.3-28, there are three basic

elements in the terminal homing process. The first is Reference
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Figure 2.3-28 Overview of Terminal Homing

Preparation (including pre-mission aerial reconnaissance).

The second is Scene Imaging during flight, by the vehicle's

onboard sensor. The third is Scene Matching or Correlation,

in which the navigational position of the vehicle is deter-

mined. In the following discussion, Reference Preparation and

in-flight Scene Imaging will be described together under Scene

Generation. The Scene Matching process and algorithms that

provide the precision updates to the vehicle guidance systemI

INPUTS

are treated under Scene Correlation.

Scene Generation - Correlation guidance necessitates

the compilation, and storage on board the vehicle, of a refer-

ence map of the imaged area. The onboard sensors generate an

image that the correlation processor compares with the pre-

stored reference scene. Navigation adjustments are based on

how well the real-time imagery correlates in position with the

predicted reference map.
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As will be discussed in Unit Three (Source Data Collec-

tion and Remote Sensing) a variety of imaging sensors are avail-

able, covering many parts of the electromagnetic spectrum. How-

ever, many of these are specifically designed for weapon delivery

systems (such as cruise missiles) operating at low altitudes and/

or high vehicle speeds. Such missions often must take place in
adverse weather. Because of the covert and/or classified nature

of these missions, it is often not possible to obtain raw mapping

data at the altitudes, velocities, and sensor wavelengths to

be flown during the mission. The generation of these required

reference maps is described below.

The most common form of raw source data for mission-

dependent reference maps is stereoscopic optical photography.

The characteristics of the various natural and man-made objects

photographed in each scene must be determined. Very basically,

these characteristics are the three-dimensional structure of

the scene, and the nature of the materials comprising each

element, feature, or object in the scene. Weather-related,

seasonal, and diurnal variability must also be taken into ac-

count, as well as the possibility of camouflage. It is ob-

viously desirable to have reference imagery that is as inde-

pendent of the environment as possible.

Before the reference scene is regenerated for a parti-

cular wavelength and sensor type, its appearance at the view-

ing angle used by the operational sensor must be determined.

This can be accomplished by projection of the original imagery
along with knowledge of the scene's three-dimensional charac-

teristics. Once the desired viewing angle has been obtained

and the material characteristics of the components of a refer-

ence image scene have been determined, the scene can be re-

generated as it would appear if imaged by a different sensor

operating at a different wavelength. For example, a scene

composed of a horizontal, black sheet of metal surrounded by
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black asphalt, both at the same temperature, would look dif-

ferent in a passive infrared sensor image frow the image pro-

vided by millimeter-wave radar. In infrared image, the more

highly emissive asphalt would appear "hotter" (give off more

radiation) than the metal. However, in the millimeter-wave

radar image, the metal would give a much more intense return

than the rougher and less-directionally reflective asphalt

(only if the surface plane of the metal were nearly perpen-

dicular to the incident radar beam). A more oblique angle

might cause the highly directional signal return from the

metal to appear much weaker than the urchanged, but less-

directional return from the asphalt.

Note that adverse weather effects (such as haze, smoke,

or clouds) between the ground and the collecting photographic

system would degrade the resulting imagery. This, in turn,

would decrease the likelihood of correctly characterizing the

various surface materials in the scene. Change in material

properties (such as reflectivity) as a function of viewing

angle would also have to be taken into account before the

final reference image is obtained.

The initial steps in this process -- material iden-

tification and scene regeneration at the new wav!length -- are

usually carried out manually by a trained photographic interpre-

ter, with the reprojection done by automated image-processing

hardware/software. However, there are efforts underway to auto-

mate the entire procedure. For example, visible-light imagery

taken at high altitudes and low nadir angles would be converted

*Nadir angle refers to an angle measured from a line passing
directly downward through the earth's center. Low nadir
angles, therefore, imply lines-of-sight oriented nearly ver-
tically downward. Depression angle (a term used for atmos-
pheric vehicles only) refers to an angle measured downward
from the horizontal.

Nadar Angle = 900 - Depression Angle.
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automatically into the equivalent millimeter-wave radar image

as seen from low altitudes and small depression angles.

Scene Correlation - Terminal-homing guidance systems

based on scene-matching concepts use a sensor to gather imagery

of scenes overflown enroute to a target or of the scene sur-

rounding the target. This sensed information is processed in

combination with prestored reference data to determine the

location of the vehicle or its position relative to the target.

Vehicle position relative to the target is determined directly

for sensors that look at the target, or for those with offset

aimpoints. The resulting estimated position relative to the

target is integrated with other navigation data (e.g., from

the inertial navigation system) to generate steering commands

for the vehicle.

The general problem of matching a sensed image (gath-

ered in real time) with prestored reference data (summarizing

essential, predictable elements of the scene being sensed) is

receiving greater and greater attention as the advantages of

autonomous scene matching guidance become more evident to mili-

tary planners. Unfortunately, the scene correlation problem

is seriously complicated by the fact that the sensed imagery

from many sensors (e.g., radar imagers, passive IR sensors,

laser scanners) may be difficult to predict. The wavelength

conversion problem was mentioned earlier. Another example is

the difficulty in predicting imagery at the same wavelength.

For instance, consider imagery of a building complex obtained

from a high-resolution thermal scanner. Such imagery is de-

pendent not only on the exterior dimensions of the building

complex And its constituent materials (which may be assumed to

be known during reference map preparation), but also on such

*Terrain height, radar reflectivity. etc.
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unknown factors as internal building structure, heating/air

conditioning of the buildings during the period prior to imag-

ing, recent solar illumination history, cloud cover, surface

conditions, fog/haze/smoke densities, etc.

While a direct prediction of the sensed imagery is

usually not possible, there often are signature elements that

can be predicted with high confidence and relied upon for ac-

curate scene correlation. One of the most important problems

to be addressed in the selection of a scene-correlation algo-

rithm is the identification of those signature elements that
can be predicted reliably for a given sensor/ imaging scenario.

Table 2.3-2 summarizes several levels of signature

predictability ranked in order of quality. The table relates

these levels to the appropriate scene correlation methods.

For a given level of signature predictability, any algorithm

appropriate to that level or lower could be used. Scene cor-

relation approaches like the Minimum Integrated Squared Dif-

ference (MISD), Minimum Integrated Absolute Difference (MIAD),

and Amplitude Ranking Techniques compare each raw pixel (pic-

ture resolution element) in the sensed image with the corre-

sponding pixel in the stored reference image. Higher level

scene correlation approaches involve some preprocessing of the

overall sensed image (for example, to extract scene boundaries).

Although matching algorithms which assume a lower

level of signature predictability (e.g., level 4 in the table)

tend to be more sophisticated (and less easily deceived for

their assumed level of signature predictability) they may, in

some cases, provide poorer performance than algorithms recom-

mended for higher levels (e.g., levels 1, 2, or 3 in the table)

when used in a scenario for which a higher level of predictabil-

ity is available. This can occur because the more sophisticated
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TABLE 2.3-2

LEVELS OF SIGNATURE PREDICTABILITY AND APPLICABLE
SCENE-CORRELATION APPROACHES

LEVEL OF APPLICABLE SCENE-
SIGNATURE PREDICTABILITY CORRELATION APPROACHES

1. Image intensities can be Minimum Integrated Squared
predicted confidently with Difference (MISD)
respect to an absolute Minimum Integrated Absolute
standard Difference (MIAD)

2. Intensity differences can MISD with means removed
be predicted relative to MIAD with means removed
an absolute scale but an
unpredictable bias may
exist

3. Relative intensities can Normalized Correlation Coef-
be estimated (i.e., pixel ficient Algorithm
i brighter than pixel j) Amplitude Ranking Techniques
but scale information is
difficult to predict

4. Areas of different inten- Algorithms that preprocess
sities can be separated the sensed images to extract
but relative intensities predictable scene boundaries
are unpredictable (e.g., followed by correlation or
contrast reversals are feature-matching techniques
common) and unpredicted which are insensitive to
signature elements may be mispredicted feature elements
present, including per- or distortions
spective distortions

algorithms are designed to be insensitive to those signature

elements that are assumed to be unpredictable. Thus, when

used at a higher level, the algorithm does not take advantage

of all usable information for determining the correct match

location.

In addition to the problem of predicting sensed image

intensities, scene-correlation algorithms must also be insensi-
tive to image distortion arising from perspective variations.
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This problem is particularly troublesome for scene-correlating

scenarios having a requirement for low-depression-angle imaging

of three-dimensional scenes (e.g., building complexes). For

such scenes, unknown (or uncompensated) perspective errors can

lead to a significant alteration of the sensed scene signa-

ture. A line-matching technique (requiring only level 4 sig-

nature predictability; see Table 2.3-2) is useful in this class

of scenarios, and is described in some detail below.

Among the classes of correlation concepts that have

been proposed for correlation guidance are

Product algorithms

* Difference algorithms

* Recursive processing techniques

0 Edge/feature identification techniques.

These concepts do not necessarily stand alone but can be im-

bedded in a processing chain. If used alone, product and dif-

ference algorithms attempt to correlate using all of the detail

in the sensed data and, correspondingly, require reference maps

that predict the scene as the sensor will see it. Recursive

processing techniques estimate vehicle state parameters (e.g.,

position and velocity errors) by processing residual data gen-

erated by differencing estimated sensor data and actual sensor

outputs. Edge detection techniques (including line-matching)

strive to identify a unique feature in the sensed map.

Figure 2.3-29 illustrates the flow of information

common to a wide variety of position updating systems that use

correlation algorithms to compare a sensed signature (related

to properties of the scene/terrain in the vicinity of the ve-

hicle's ground path) and a stored reference map. The output
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Figure 2.3-29 Generic Sensor Information Flow Diagram

for Correlation Guidance System

of the correlation algorithm is typically combined with other

available information (e.g., inertial sensors) using moderna-

data processing techniques to produce an estimate of the state

(position, velocity, attitude, etc.) of the vehicle.

Line matching techniques can be used to compare a set

of stored reference lines (three-dimensional model) with a set
of lines (two-dimensional model) extracted from a sensed image,

in a manner that is insensitive to perspective. For illustra-

tive purposes below, it is assumed that the lines from the

sensed image have already been extracted. Thus, the only re-

t maining problem is to match these as accurately as possible

with the reference'lines, while avoiding any unnecessary sen-

sitivity to image distortions arising from scene relief.
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Figure 2.3-30 illustrates a possible line-matching

procedure, composed of both a coarse acquisition search and a

cine search. Figure 2.3-31 illustrates the reference data

required for this line-correlation technique. All lines which

are expected to be visible from potential approach angles and

present in the sensed signature are modeled. Figure 2.3-32

summarizes the edge information which would be extracted from

the sensed image. The coordinates of one end-point plus orien-

tation and length parameters completely define the extracted

edges (also referred to as lines). The correlation process

also uses several other parameters associated with each seg-

ment. The parameter describing the root mean square (RMS)

uncertainty of the line's position in a direction orthogonal

to its length is denoted by ai. The RMS orientation uncer-

tainty is given by o.

(r
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Figure 2.3-30 Example of a Line-Matching Procedure
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Hough space, referred to in Fig. 2.3-30, can be under-

stood as follows. Once a set of aspect angles to the target

(e.g., the doorway in the front of the building depicted in

Fig. 2.3-31a) is hypothesized, the target coordinates in the

sensed image can be determined from the known pointing angles

of the sensor during imaging. With these hypothesized target

coordinates as the transform origin, the sensed line features

can be transformed to Hough space by calculating the distances,

pi, and the orientations, ei , illustrated in Fig. 2.3-33. The

associated uncertainties in pi and 6i, denoted by api and ae.

(e.g., see Fig. 2.3-32), are also calculated.

th 0 SENSED LINE FEATURE

SLINE REFERENCE LINE FEATURE

SEGMENT%<IN SENSED Z
*IMAGE

o0
Z x40Q

S2 - 30

20 10) 0

0j Z

ORIENTATION, 0
TRANSFORM ORIGIN

Figure 2.3-33 Illustration of Hough Transform for
Straight Line Segments

Finally, it is assumed that the set of search param-

eters is specified by the navigation filter in the form of an

estimate of vehicle position at the time the sensed image was

collected. A set of associated position error statistics is
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also generated. This information is used to define the bounda-

ries of the search to be carried out by the coarse acquisition

algorithm.

In summary, it should be stressed that there are a

variety of correlation techniques and algorithms, as well as a

variety of mission and imaging scenarios. Determining the

best algorithm for a particular scenario or navigation require-

ment takes careful consideration of such factors as image reso-

lution, scene signatures, and onboard digital storage and com-

putational capability.

Radio Navigation - Radio navigation is a means by

which the mobile user can exploit the constancy of the speed

of light to derive his position relative to a known reference

point. This can be accomplished actively by the user trans-

mitting a coded signal and measuring the time required for the

signal to be returned from a reference station. Position de-

termination can also be done passively by measuring the time

of arrival (TOA) and signal characteristics of transmissions

broadcast at regular intervals from reference stations. Al-

though it is convenient to think of these reference statiuns

as being ground-fixed at precisely surveyed locations, they

can be mobile (e.g., satellites) or even located at unknown

positions. The important point is that radio navigation pro-

vides position fixes relative to the reference station posi-

tion. The ability to translate this information to absolute

(e.g., geodetic) coordinates is contingent upon knowledge of

the position of the reference starion at the time when the

transmission was made.

There are a number of currently operational radio

navigation systems and several more scheduled to become opera-

tional in the 1980s. Table 2.3-3 identifies the major systems
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TABLE 2.3-3

CHARACTERISTICS OF RADIO NAVIGATION AIDS

FIX-TAKING 1 RMS FIX
SYSTEM FREQUENCY TECHNIQUE COVERAGE MS FRX

TECHIQUEACCURACY

Nondirectional 200-1700 kHz p-p area 4-8 nm (2-D)
Beacons

VOR 108-118 kHz a-a area 2-4 rum (2-D)**
SI *

TACAN 960-1215 MHz p-a area 0.5-1 nm (2-D)

VORTAC 108-118 MHz p-a area 1.0-2 nm (2-D)
960-1215 MHz

LORAN C 90-110 kHz hyperbolic land and coastal 100-500 m (2-D)

OMEGA 10-14 kHz hyperbolic global 2000-4000 m (2-D)

TRANSIT 150 & 400 MHz Doppler global 200 m (2-D)

1575 & 1228 MHz p-P global 10-20 m (4-D)

JTIDS 960-1215 MHz p-P portable 30-50 m (2-D)

PLRS 420-450 MHz portable 30-50 m (2-D)

*Time and range-rate also provided

': 50-100 nm from beacons

tSystems currently under development

and summarizes the operational characteristics of each. The

operational characteristics of such systems can generally be

described in terms of four basic parameters:

* Fix-taking techniques

0 Propagation characteristics

* Coverage

* Accuracy.

A brief discussion of these parameters is provided below.

Radio navigation with respect to a specific reference

station generally provides only a single position datum, either

range (p) or bearing (a). Thus, generation of a radio navigation

*Range-rate (velocity) information may also be provided.

2-103

hL



fix generally requires measurements from multiple reference
stations -- an exception being the Transit satellite system

which provides a position fix based upon multiple measurements
to a single, moving (satellite) reference station. Since most
radio navigation systems provide only two dimensional fixes,
the following discussion of fix-taking techniques is restricted
to consideration of horizontal positions on the earth's surface.

With knowledge of either a or p to a reference sta-

tion, lines of position (LOPs) can be plotted on a map. The
intersection of two LOPs provides a navigation fix, although a
third LOP is required for some systems to resolve potential
ambiguities. The accuracy of the fix is a function of both

the measurement accuracy and of the relative orientation of
the LOPs. The accuracy of the fix is greatest if the LOPs
intersect at right angles and is poorest when the LOPs are
nearly parallel. Position fix accuracy is generally related
to measurement accuracy by computing a quantity known as the
Geometric Dilution of Precision (GDOP) for a given fix geometry:

Position Error = GDOP x Measurement Accuracy (2.3-38)

Some of the more common fix-taking techniques are
shown in Fig. 2.3-34. The p-a approach employed by TACAN and
VORTAC provides a unique position fix from a single station
the range measurement reduces user position uncertainty to a
circle (LOP p) about the reference station and the bearing mea-
surement provides a unique position (LOP ) on that circle. Fur-
thermore, the LOPs always intersect at right angles to yield
optimum fix accuracy. Similarly, the a-a technique achievable

*The Global Positioning System (GPS), a satellite network dis-
cussed in the next section and in more detail in Unit Four,
is an exception.
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Figure 2.3-34 Common Fix-Taking Techniques: (a) p-a;
(b) a-a; (c) Hyperbolic; (d) p-p

with two VOR beacons yields a unique solution from fixes to

two stations; however, the position fix accuracy is a direct

function of the LOP geometry.

The Loran C and Omega systems are based upon measure-

ments of the range difference between transmissions from two

:.9 reference stations. With reference to Fig. 2.3-34 the LOPs

are described by equations such as:

"Omega measures phase difference rather than range difference,
but the geometric considerations are the same. Reliance on

phase difference techniques introduces position fix ambiguities
4 that can be resolved only if the user knows his position at

some initial time and then monitors Omega transmissions at

regular intervals.
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LOPAB k Range - RangeA (2.3- 39)
LOB= BD A

The resulting LOPs are hyperbolas. Three pairs of stations

(three LOPs) are generally needed for a unique position fix,

although the possible ambiguity associated with two pairs of

stations can often be resolved by the user.

The last fix-taking option of concern is the p-p tech-

nique employed by systems such as GPS, JTIDS, PLRS, and fixes

from multiple nondirectional beacons. Generally, three measure-

ments are required for a unique fix; however, the GPS geome-ry

is such that ambiguous fixes are not an issue. More specifical-

ly, the ambiguous fix associated with GPS range measurements oc-

curs in a region of outer space at a significant distance from

the earth. In general, the best fix-taking accuracy (minimum

GDOP) occurs for users within the triangle formed by the three

reference stations and is reduced (greater GDOP) for users

outside that triangle. Relative navigation nets such as PLRS

and JTIDS can often provide this favorable geometry for some,

but not all users; GPS users are always outside the triangle

of optimum geometry because of the altitude of the satellites.

As previously mentioned, GPS is a four-dimensional

system which provides altitude and time in addition to hori-

zontal position fixes. Thus, four measurements are required

for a unique GPS fix. The fourth (time) dimension is required

for synchronization of user and GPS clocks. This synchroniza-

tion requirement is typical of passive TOA systems like GPS.

*These acronyms represent: Global Positioning System, Joint
Tactical Information Distribution System, and Position-Loca-
tion and Reporting System, all currently being developed
under DoD sponsorship.
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Implicit in the use of radio signals for navigation
is the assumption that the radio path between the user and the

reference station is direct and that the propagation velocity

is known. Deviations from these assumptions can become the

limiting factor in achievable fix-taking accuracy. Variation

of the propagation velocity becomes an important consideration

for the more accurate systems (GPS, LORAN) and corrections for

velocity variations are often applied. Also of major concern

are deviations from the desired propagation path. Such devia-

tions arise in part from reflections off hills, buildings,

etc. (multipath), but can also arise from interference between

competing signal propagation mechanisms.

In free space, radio waves propagate in a straight

line. Near the earth's surface, however, there are three pos-

sible propagation paths (see Fig. 2.3-35):

* Line-of-sight (LOS)

* Sky wave

* Ground wave.
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Figure 2.3-35 Relative Utility of Propagation Path

Mechanisms for Radio Navigation
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Skywaves are reflections of a radio signal from the earth's

ionosphere. They are the dominant propagation mechanism for

ra' transmissions between 3 MHz and 30 MHz and an important

inec .aism for transmissions below 3 MHz. Note that multiple

sky wave reflections (using the earth's surface as a lower

reflector) can carry a signal over a major portion of the

earth's surface. A major factor in the impact of sky wave

propagation on radio navigation is the skip distance, which is

the distance from a reference station to the point at which

the primary ionospheric reflection first reaches earth. The

skip distance, which is frequency-dependent, represents the

minimum range from the reference station at which sky wave

reflection becomes a possible propagation path. Although mod-

eling and calibration data can be used to predict the direct

propagation path for a sky wave transmission between a refer-

ence station and a user, propagation uncertainties typically

limit measurement accuracy to no better than 2 km.

For transmission frequencies below 3 MHz, much of the

transmitted radio energy follows the curvature of the earth.

These ground waves tend to be the dominant propagation mechan-

ism for low frequency radio transmissions out to a distance

somewhat beyond the skip distance for the particular transmis-

sion frequency. Beyond the skip distance, the sky wave becomes

dominant. Uncertainties in ground wave propagation character-

istics tend to limit achievable ranging accuracy to about 100 m.

LOS is the dominant propagation mode for the radio

navigation systems operating above 30 MHz (GPS, TACAN, VORTAC,

JTIDS, PLRS). GPS satellites provide global coverage; however,

LOS propagation limits the effective range of the other UHF

systems to a few hundred km. LORAN C (100 kHz) uses ground

wave propagation, with sky wave suppression equipment in the

receiver, to achieve accurate measurements to a range of 1000
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to 2500 km. Beyond that range, sky wave reception at reduced

accuracy is possible. Omega relies almost exclusively on sky

wave propagation.

In addition to the area of the earth's surface covered

by a radio navigation system, the availability in time of the

measurements is an important aspect of the system's usefulness.

All of the systems mentioned in Table 2.3-3 except Transit can

provide new measurements every few seconds for moving vehicles.

Transit fixes are available only when a Transit satellite pass-

es over a user, typically every one to four hours.

Application of Radio Navigation - Radio navigation

systems can be used either as a stand-alone source of position-

ing information or as the source of external measurements to

augment an inertial navigation system (INS). In either case,

the potential user must address two fundamental issues:

* How to convert the measurements to a
useful reference frame (datum)

* How to apply the measurements in an ef-
fective manner.

The proper solution to these issues clearly depends on the

application. The options and considerations are illustrated

in this section in the context of a specific example -- appli-

cation of GPS to navigation updates for a cruise missile.

When fully operational, GPS will consist of a set of

24 satellites in 12-hour orbits at an altitude of about 20,000

km. At least 6 satellites will always be visible at any point

on the surface of the earth. Each satellite can provide a

range and range-rate measurement to the user (see Fig. 2.3-36).

2-109



R-10381-e

SATELLITE CLOCKS
CALIBRATED/SYNCHRONIZED

VIA GROUND TRACKING

RANGE/RANGE RATE
TO USERS

ON MONITR
SSTATION

2

M TRMONITOR
S TTIO

MONNTORT
STTATIONMONITOR

STATION

3

Figure 2.3-36 Elements of the NAVSTAR Global Positioning

System (GPS)

Conversion of these measurements to useful navigation informa-

tion requires knowledge of the position and velocity of the

satellites in a convenient reference frame at the time when

the measurements are taken. The necessary information is pro-

vided via the GPS Control Segment.
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The GPS Control Segment consists of four Monitor Sta-

tions, each of which is precisely located in WGS-72 geodetic

coordinates (Fig. 2.3-36). Each Monitor Station measures range

and range-rate to all visible satellites at regular intervals.

From these measurements, the Control Segment generates precise

predictions of ephemerides and atomic frequency standard (clock)

errors for each satellite. These predictions are reformated

into a special navigation message and uploaded to the appro-

priate satellite. The navigation message is then transmitted

to the user by modulating the ranging signal with the data

(encoded). Once decoded, the navigation message allows the

user to compute satellite position (and velocity) in WGS-72

coordinates at the measurement time to a precision of a few

meters. Subsequent translation to other geodetic datums can

be accomplished by user software, as necessary. For a missile,

the appropriate datum is clearly the one in which the target

coordinates are provided.

The second issue to be addressed is that of effective-

ly applying the radio navigation measurements. For a stand-alone

radio navigation system, the problem is one of constructing a

position fix using the p-p techniques previously discussed.

The computation may be complicated by such factors as vehicle

acceleration, particularly if the four necessary GPS range

measurements are taken sequentially rather than simultaneously.

Dead-reckoning navigation filters which estimate vehicle accel-

eration based upon sequences of GPS measurements are one pos-

sible algorithm; Inertial Navigation Systems (INS) provide

another option, as is further discussed below.

*An ephemeris (plural, ephemerides) is a tabulation of satel-
lite position and velocity as a unction of time.
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Cruise Missile Example - GPS measurements can be used
to update an INS. The INS provides a direct measurement of

vehicle acceleration so that, in principle, a much greater

position fix accuracy can be obtained than with the stand-

alone mode. In addition to providing a position fix, however,

GPS range-rate measurements are of sufficiently high qualityi to permit in-air alignment and calibration (see Section 2.3.5)

of an INS characteristic of cruise missile applications. To

achieve this in-air alignment and calibration capability, GPS

measurements must be combined with INS outputs in an efficient
- I manner using advanced filtering techniques.

The ability of GPS to improve the alignment of a cruise

missile INS is illustrated in Fig. 2.3-37. In this example,

the missile is equipped with an INS which possesses an accuracy

of one nautical mile (1.852 km) per hour (gyro drift rates of

0.015 deg/hr) and an initial azimuth alignment error of 5 min.

The navigation filter (refer tc Section 2.3.5) is a 9-state sta-

tistical estimator which uses GPS updates of the INS to estimate:

* Position (3 states)

* Velocity (3 states)

J * INS azimuth misalignment (1 state)

* INS level axis tilts (2 states).

As long as the missile flies a straight trajectory, the azimuth

alignment error will not affect the INS output (see Section

2.3.2) and thus cannot be estimated by the navigation filtcr.

In the example, the missile makes a right-angle turn during

the launch phase and initiates two 0.5 g maneuvers at 25 min.

*The g unit is equal to 9.8 m/sec2 (nominal acceleration of
gravity at sea level).
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Figure 2.3-37 Example of In-Air Alignment of Cruise
Missile INS with GPS

During each of these turning maneuvers, the azimuth alignment

error introduces errors into the INS acceleration (change in

velocity) output. By using GPS range and range-rate measure-

ments, the navigation filter is able to eliminate the change

in velocity errors from the navigation solution and, addition-

ally, estimate the azimuth misalignment error itself. Follow-

ing the maneuvers, the alignment error is reduced by a factor

of 10. Note that between and following the maneuver sequences,

the azimuth alignment error grows at a constant 0.015 deg/hr

rate due to the gyro drifts. The importance of this in-air

alignment is that in subsequent mission phases (during which

it might not be desirable or possible to use GPS updates) the

INS is capable of providing unaided inertial navigation system

accuracy which is significantly better than if there had been

no in-air alignment.
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CHAPTER FOUR

DoD MAPPING AND CHARTING OPERATIONS

DoD mapping and charting activities cover a broad

range of operations and produce a wide spectrum of products

supporting weapon system operation and test applications. An

overview of the kinds of products that are currently generated,

the processes by which they are formulated, and the general

direction of change in this critical area of DoD operations is

presented in this section. The focus is on image-like product

types, since gravity products have been treated previously and

bathymetric products are not within the scope of this course.

As discussed in Unit One, U.S. military MC&G produc-

tion is the responsibility of the Defense Mapping Agency (DIA).

Using high-altitude aerial photography as the basic input ma-

terial, supplemented when necessary by ground photography,

intelligence reports, foreign maps, and other auxiliary infor-

mation sources, DMA produces a variety of standard products in

accordance with requirements established through the Office of

the Under Secretary of Defense/Research and Engineering (OUSD/

R&E) by the military users of these products. A few examples

are of interest.

Standard topographic maps are produced by DMA in large

quantities over most areas of the earth outside North America.

Scales typically range from 1:250,000 (medium-scale, large-area

maps) to 1:50,000 (large-scale maps - the military equivalent

of United States Geological Survey (USGS) 15-minute quadrangle

maps familiar to hikers in the U.S.). However, map scales

outside this range are also encountered. Topographic maps are

general-purpose cartographic products used in a wide variety

of planning applications.
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Special-purpose map sheets showing particular types

of information used for specialized applications are also pro-

duced in large quantites. Typical of cartographic products in

- this category are the Joint Operations Graphics (JOGs), used

in the planning and execution stages of military operations

involving specific force components, and portraying data types

of special interest to these force components.

Point Positioning Data Bases (PPDBs) are different

from the cartographic products described above, although their

applications in U.S. military operations are basically similar.

PPDBs consist of stereo pairs of 9" x 9" high-altitude photo-

graphs (chips) that have been linked to an earth-based coor-

dinate system, so that both the absolute and relative posi-

tions of points in the scene can be measured- directly in the

photographs. They are used primarily by forces in the field

for tactical targeting purposes. In a typical application,

two overlapping chips are set up in a piece of field equipment

called the Analytical Photogrammetric Positioning System (APPS --

illustrated in Fig. 2.4-1). A target observe on a local recon-

naissance photo is then located with respect to a landmark

observable in the PPDB (road intersection, etc.). The target

coordinates can then be determined.

Digital reference maps constitute a relatively recent

product type that is likely to expand rapidly over the next

fifteen years. These reference maps support applications of

an advanced navigation concept known as correlation guidance

(see Chapter 2.3) in emerging generations of strategic and

tactical self-guided weapon systems. These reference maps are

computer-compatible representations of geophysical features of

the earth in specific locations along the intended path of the

weapon system which provide a basis for inflight position

updates. The information inherent in the features may be
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Figure 2.4-1 The Analytical Photogrammetric
Positioning System

gathered in any of several domains (e.g., elevation profiles,

radar reflectivities, microwave scatter, infrared emissions,

optical scatter, gravity gradients) and in many alternative

formats, depending on the needs of the weapon system's on-
board sensor. Current active programs include compilation of

-. 7.

terrain elevation matrices to support TERCOM applications

(cruise missiles) and radar reflectivity scenes to support
.3.3.

RADAG applications (Pershing II missile).

~*TERrain COntour Matching.

**RADa r Aimpoint Guidance.
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Another product type with strong similarity to the

correlation guidance support products described above is the

Digital Land Mass System (DLMS) data base. This is a large,

ongoing compilation effort covering major portions of the

North American, Asian, and European continents. It consists

of a coarse grid of terrain elevation data, together with an

identification and categorization of prominent geographic and

cultural features that are expected to dominate the scope dis-

play of a low-altitude aircraft navigation radar. It is used

to drive a mission simulator that presents the aircraft crew

with a preflight view of what the scope returns will look like

enroute to potential target areas. In this sense, it can be

regarded as a near-term, manual, non-real-time application of

correlation guidance principles to the manned bomber target

penetration problem.

The foregoing examples are intended to illustrate rep-

resentative types of standard mapping and charting products

currently produced in large volume by the Defense Mapping Agen-

cy. There are many others that have not been specifically

listed -- including strategic target coordinate sets, U.S. ICBM

launcher position surveys, and many forms of information files.

A complete compilation of the current DMA product list con-

tains several hundred entries.

Prospective managers of advanced weapon system devel-

opment programs which might require new types of MC&G products

to support their operations should be aware that the lead times

on new products are often very long, and their development

costs are high. As an example, the TERCOM reference maps have

been in preparation for several years and will not be com-

,! pleted until the late 1980's. The DLMS product set will

require even longer.
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The current mapping and charting production process

within DMA is configured around the exploitation of photo-

graphic source materials. Principal inputs are in film form.

Initial preprocessing of the film is aimed at establishing

relationships between object coordintes in the photographs and

object coordinates in a geodetic coordinate system. Terrain

elevation data is then extracted from stereo pairs of photo-

graphs using highly automated parallax measurement techniques.

This is followed by manual identification and extraction of

the planimetric features, consolidation of the resulting data

with other data already in the DMA files (previous versions of

the map, etc.), and generation of the new or revised map.

With this production process, the basic MC&G information files

consist of the source materials and the finished maps. They

are supplemented by product-specific files containing support

or intermediate data associated with the respective products.

Key technological advances, however, together with

evolving military needs for MC&G support, are changing the

approaches to image data handling. Increasing use of digital

technologies to replace film technologies, combined with the

dominance of digital products provided by DMA, will lead to an

increasingly digital MC&G production system over the next ten

years. A highly probable view of DMA operations at the end of

the next decade is shown in Fig. 2.4-2. In this situation,

the central repositories of extracted cartographic and photo-

grammetric data are a set of unified and coordinated data bases

that can be used to generate a wide range of general-purpose and

special-purpose products ranging from conventional map sheets

to highly specialized reports. Products, in this context, are

viewed as particular assemblies of information from central

data banks, packaged according to specific military needs.

Textual, graphics, and digital products will be generated from

the data banks by computer-controlled output devices unoer the
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Figure 2.4-2 MC&G Data Storage and Delivery in 1990

control of a highly capable data base management system. Pro-

visions will be made for handling ad hoc requests for access

directly to the information base itself when standard products

do not adequately support an inquiry.

From the viewpoint of future DoD users of MC&G data,

the principal impact of this change may be summarized as follows:

0 Much shorter lead times in responding to
requirements for new or modified product
types

* An ability to provide a wider variety of
products tailored to specific applications,
rather than emphasis on standardized products
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* Provision for providing rapid "breadboard"
versions of candidate new products to
permit early user evaluation of alterna-
tives before establishing firm production
requirements

* Introduction of fast-response user query
handling systems to permit direct access
to the DMA data bank.
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CHAPTER FIVE

DIGITAL DATA AASE CHARACTIRISTICS AND EXPLOITATION

Modern digital computer technology has provided a

wide variety of lightweight, low power digital circuitry and

digital memory implementations which have direct application

to airborne weapon systems guidance and control. In particu-

lar, the development of powerful single-chip microprocessors

and associated special-purpose processing chips at low cost

makes it feasible to provide extremely powerful computational

facilities in expendable modules.

This dramatically improved processing and storage

capability makes it possible to provide a weapon system with a

machine-usable "map" of terrain, target features, and other

significant information. Such a map is intended for direct

use in conjunction with onboard sensors. The computing power

supports complex algorithms and system combination concepts

that make precise navigation, including alternate routing, a

completely automatic process.

Figure 2.5-1 illustrates such a combination in terms

of a general correlation guidanee approach. The system uses

onboard stored maps and locally-sensed data to provide position

update information to the onboard inertial navigation system.

The combination of inertial navigation (to provide precise

steering over the preselected course) with highly accurate

position updates (to bound the position error growth in the

inertial navigator) results in fully automatic steering to the

preselected target. As shown in Fig. 2.5-1, the weapon system

can be expected to steer relatively complex courses between

*Section 2.3.7 provides a more detailed treatment of correla-
tion guidance and related navigation system approaches.
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position updates. Terrain-following maneuvers are used to

avoid detection by ground radars. The relatively few position

update locations can be carefully preselected for optimal scene-

matching characteristics, depending on the particular correla-1I tion algorithms chosen, and therefore represent minimal memory

requirements for the weapon system.

Similar concepts apply to terminal guidance for such

devices as ballistic missile reentry vehicles. Figure 2.5-2

shows a similar application of the combined use of a locally-

sensed map. In this case, the map is the terrain surface as

it would be sensed by a radar altimeter. Again an inertial

navigation system is used to provide precise local steering

once the position update is accomplished. Note in this case

that the ballistic trajectory of the system represents a fair-

ly "clean history," i.e., the position is well known up to the

terminal phase. Note, too, that local maneuvers are relative-

ly simple and occur over a relatively short term, compared to

the cruise missile system shown in Fig. 2.5-1. The constraints

for terminal guidance are that highly accurate and very rapid

local position updates are required. This implies the need

for a fairly large-area, high-resolution initial position map,

as opposed to a selection of relatively small area, optimized

maps for the correlation guidance scheme.

Modern reconnaissance and high-speed digital analyti-

cal tcchniques provide the underlying capability to support

the guidance concepts discussed above. These techniques have

been under development for some years in the MC&G communities.

A main thrust of digital data base generation has been to devel-

op a worldwide, digital, standard elevation data base. This

is an effort to support the mapping and charting processes and

largely involves DMA. In addition, DMA is committed to provide

a Digital Land Mass System (DLMS) capability, in which a highly
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interactive man/machine process generates data bases for simu-

lating radar scenes through analytical techniques based on

optically-sensed imagery. These two activities have been the

cornerstone of the capability to provide geodetically accurate

representations of the earth's surface over a wide range of

frequencies. In all cases, the resulting data bases (which

are used to produce MC&G products) are digital representations

of the earth's surface. The most common of these are:

0 Two-dimensional arrays (or rasters) of
data representing a third dimension --
e.g., elevation cells each containing a
height above the datum (WGS)

0 Digital contour plots, in which prese-
lected elevation contours are stored as
sets of X-Y points
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Digital Terrain Models (DTM), in which
high-degree polynomial representations
of the local surface are generated, cen-
tered around the given datum points

0 Digitized images, in which measured values
of emitted or reflected radiation for a
particular spectral band are stored for
each grid element (pixel).

All of these data bases are directly usable for map-

ping and charting production operations. They constitute ele-

ments of the long-term development of unified digital data

bases to support a highly automated production capability. In
the context of weapon systems applications, however, these

data bases can be used to support selection of specific data

bases on board military vehicles. To accomplish this support

it is necessary for mission planning personnel to have inter-

active access to the data bases. Backup computer processing

is also required to assist them in the trajectory selection

and scene selection update processes. The selected scenes,

which represent subsets of the overall digital data bases, can

be processed as appropriate to produce the local reference

maps which are carried on a vehicle.

In some cases, these are simple subsets of the pri-

mary data bases. For example, if the resolution cells are

small enough, a simple local elevation matrix may suffice for

the terminal guidance concept illustrated earlier. In other

cases, extensive computer processing may be required to con-

vert the primary data into reference maps optimized for the

sensors used by the given weapon system. The remainder of

this chapter addresses the general considerations involved in

developing digital data bases for weapon system applications.

Detailed discussions of the precise mathematical processes

involved are addressed in other chapters, as referred to in

the following discussion.
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2.5.1 Digital Data Base Development

Onboard digital data bases for weapon system naviga-

tion and guidance applications are generated from the same
fundamental information as are conventional maps and naviga-

tion charts. For modern MC&G data, this information is con-

tained in cartographic data bases containing three types of

information:

0 Fundamental source information (e.g.,
reconnaissance photographs, etc.)

0 Extracted geodetic and feature data (e.g.,
terrain elevation matrices, feature-type/
location collections)

* Geographic/cartographic information (e.g.,
political boundaries, place names, and
other legends).

The class of fundamental source data includes conven-

tional information such as gravity measurements, measurements

of the earth's magnetic field, infrared imagery, and, at the

current state-of-the-art, radar-frequency reflectivity tables.

However, the bulk of the information required, both for on-

board guidance and for mission-planning purposes, is contained

in two types of data bases, photographic imagery and terrain

elevation/surface material classifications. These are the two

key classes for the actual operational use of MC&G data for

weapon system guidance and control.

One subclass of cartographic data bases that is of
extreme importance for successful mission planning and exe-

cution is the set of extracted data points or features known

as control. These are collections of distinctive, accurately

measured points on the earth's surface. Much of this location

information has been obtained through direct ground measurement
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over the years. However, modern surveillance and remote sens-

ing techniques plus the greatly improved geodetic modeling of

the earth's surface have made it possible to develop a very

finely divided, heavily populated data base of control points.

These control points are used in several ways in the produc-

tion of digital data bases:

* Identification of specific control points
in a reconnaissance photo or other raw
source medium permits accurate geometric
corrections and registration of the source
to the earth's surface

1 Identification of control points in the
corrected source material permits accu-
rate measurements to be made, relative
to the control points, for other fea-
tures of interest

* The control point network can be extend-
ed by including newly-observed candidate
control points in the grid as a result
of mensuration* on the corrected and
registered source materials.

The availability of corrected source materials, with

control, for an area of interest to a particular mission then

supports the extraction of waypoint, target, and position up-

date locations for inclusion in onboard data bases. The tech-

niques applied to extract the data are discussed in Units One

and Three. The most important method of data extraction in

support of weapon system guidance, control, and mission-planning

is analytical triangulation based on stereo image pairs. The
triangulation is used to develop tabulations of local terrain-

height data.

*Mensuration is the process of making highly accurate measure-
ments of the relative positions of objects on an image.
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Research and development currently underway in a num-

ber of institutions suggests the possibility of replacing the I
highly-detailed elevation tabular approach with Digital Ter-
rain Models. Figure 2.5-3 illustrates the general concepts
behind these models. In the case of polynomial approximation,

the theory provides for some form of curve fitting to the local

earth surface at specific points of interest. For a reasonably

wide range of territory the general form of the curve (that

is, the number of terms in a polynomial expansion) remains the

same, and the onboard data base need only contain the coeffi-

cients of the terms for the specific points. Expansion can be

done onboard in real time, to develop a reference map.

i R--47 55

a) POLYNOMIAL FIT OF ELEVATION DATA b) TRIANGULATED TERRAIN MODEL
e.g.Z -C o + C1 X + C2 Y + C3 XY

C) CONTOUR MAP REPRESENTATION

Figure 2.5-3 Alternative Digital Terrain Model Concept
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The triangulation approach is based on the concept of

approximating the earth's surface in a given area by a network

of contiguous triangles. That is, the surface can be described

by identifying as large a set of plane surfaces as is required.
As shown in Fig. 2.5-3, this results in an irregular network

of approximating figures, which poses additional computational

burdens on the onboard system. However, current research in-

dicates that the required total number of stored points (ver-

tices of the defining triangles) is sufficiently small to al-

low reasonably small memories to contain the onboard maps.

Finally, the concept of storing contour lines equiva-

lent to a topographic map is also a promising approach. In
this case, the fundamental information is composed of chained

series of points representing constant elevation contours in

the local terrain. The underlying grid for application of the

individual points is a regular rectangular coordinate system

(e.g., UTM -- see Section 1.2.6 in Unit One). Measurements are

then translated from the onboard sensors into their location

in the onboard map.

For mission-planning activities, local terrain eleva-

tion data and the geographic/political boundary information

must be available over all areas of interest to the mission.

The reason for this is that mission planning requires the simul-

taneous consideration of many conflicting requirements. These

are touched upon in Chapter Six, but a simple example will

suffice to illustrate the point. Given that a particular tar-

get is to be approached by a cruise missile, consideration

must be given to the following factors:

* Preservation of sufficient energy re-
serves in the missile to enable it to
accomplish all required maneuvers and
still reach the target
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0 Selection of an approach path which pro-
vides minimum probability of detection
of the missile by ground forces at known
locations

0 Selection of a flight path which avoids
all known obstacles and minimizes the
probability that the weapon system (oper-
ating within its allowable guidance error)
will crash into terrain or man-made objects.

The mission planner, therefore, must simultaneously

perform several jobs. He must select an optimal-range trajec-

tory as well as find a path which is hidden (in the line-of-

sight sense) from defensive forces by the terrain. He must

select an optimal altitude path satisfying the above two con-

straints and still minimize terrain-following energy consump-

tion. This process involves simultaneous consideration of

human-understandable imagery, local earth surface contours/

features, and extensive computer support.

Translation of information from the source materials

to the data bases may involve heavy computational loads and

significant data processing support. This can occur for either

the onboard application or the mission-planning activity. For

example, development of a simulated radar view of a target

area, based on the use of stereo reconnaissance photographs,
demands extensive computation as well as the combination of

auxiliary data bases with the imagery. Figure 2.5-4 indicates

the complexity of such a process for a modern-day synthetic

aperture radar. This type of airborne radar depends upon on-

board computer processing of time-sequenced radar probes to

form a two-dimensional image. The vehicle trajectory as de-

termined from inertial navigation or other navigational inputs

* is a vital part of the computation. This information is com-

bined with the antenna pattern data and the expected radar

reflection characteristics of the earth's surface to produce a
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simulated video signal. A key part of this input set is the de-

termination, typically by a human operator, of the surface ma-

terial classifications and orientation of the principal radar

reflectors in the scene. This information is not typically

obtained from radar signals. Instead it is gathered by a

trained, experienced photointerpreter utilizing classification

rules to label the important areas. As currently conceived,

the human operator's interpretation of the scene is provided

to a digital computer. The format is digitized graphic over-

lays on the specific scenes. The output of the total process

is a map for the target area which can be used either to pro-

duce real-time training displays for pilots or to serve as an

onboard reference map for automatic guidance.

The computational workload and the degree of human

involvement in the mission-planning stage varies from sensor

to sensor. It also varies according to the fundamental sensed

signals used in a given navigation concept. Figure 2.5-5 il-

lustrates the possible range of sensor concepts that might be

applied to the process of correlation-based navigation. Issues

that must be addressed in utilizing a specific sensor include

the frequency of operation of the sensor and whether or not it

is active (i.e., radiating). (The other possibility is a pure-

ly passive remote sensing device.) In the case of an active

or semi-active device, the risk of revealing the vehicle's

presence is high. However, the accuracy of the sensed infor-

mation tends to be greater. Such systems provide much better

correlation with the sensed scene at the surface. They con-

sequently provide a more accurate and more manageable flight

trajectory.

Another major consideration is the frequency range of

operation in the imaging sensor. The more closely this approaches

the normal optical spectrum, the easier it is to derive information
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Figure 2.5-5 Correlation (Imaging) Based Homing Sensors

for the onboard map from optical forms of reconnaissance data.

As indicated in Fig. 2.5-4 in conjunction with synthetic aper-

ture radar simulation, *the use of information recorded at one

spectral range to predict the performance of a sensor operat-

ing in a different frequency range requires a great deal of

analytic and computer support. The prediction also adds an

unavoidable dimension of error to the onboard map. The ad-

.1 ditional ambiguity increases the difficulty of selecting a

position update or target area map which can be correctly

correlated with the actual surface scene.

* *Also see Terminal Homing and Scene Correlation in Section 2.3.7.
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In summary, the specific correlation system concept,

including the correlation algorithm and the fundamental sensor

complement, determines the best form and requirements for on-

board data bases. Most current systems utilize direct meas-

urement of terrain height and can therefore be satisfied by an

onboard terrain-height matrix. Extension of the concept of

correlation guidance to other, more exotic sensors requires

both significant data processing and analytical support to

prepare the maps. Also, more powerful onboard computational

capability is required to compensate for problems of new, un-

avoidably induced error mechanisms. Table 2.5-1 illustrates

the range of scene-matching techniques currently in use or

contemplated for weapon system and other navigational applica-

tions. The table also indicates the potential strengths, weak-

nesses, and tradeoffs required to choose among the various ap-

proaches. All of the techniques included in the table are

based on utilization of imaging sensors. Other forms of geo-

physical signature-matching concepts are also under considera-

tion. For example, the use of gravity and magnetic field meas-

urements is being investigated as an additional element of the

sensor complement. Table 2.5-2 illustrates some of the key

considerations and prospects for such geophysical signature

matching concepts.

*Refer to Section 2.3.7 for a discussion of the general scene-
matching problem.
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TABLE 2.5-1

SCENE MATCHING TECHNIQUES

SCENE NATCHING APPROACH TO PRIMARY PRIMAR'
TECHNIQUE IM AGE M.ATCHING STRENGTHS WEAKNESSES

Transform MIean Absolute Differ- Enhances peak sharpness Requires gray level
Coefficient ence (M.AD) processing of Reduced sensitivity to predictions
Matching reference and sensed random noise Increased computational

Image Hadamard coeffi- Has been developed with requirements
cients geometry preprocessor

Address Images matched over their Exact full frame registra- Requires gray level
Modification entire frame through the tion of planar scenes predictions
Correlation. detection and correction Simultaneous detection Sensitive to three-

of image warps and correction of warp dimensional perspec-
coefficients tive distortions

Optical Analog, matched-filter Essentially instantaneous Requires gray le',el
}latcned system using coherent correlation predictions
Fliter light processing Extremely large memory Processing techniques

capacity restricted by hardware
Parallel processing of
many reference images

M ,ree- Matches stored three- Requires no gray level Requires ranging sensor
Dimensional dimensional target model predictionsT High computational re-
Surface Shell i.ith data obtained from Ma, accommodate all quirements
0orrelator active ranging sensor approach azimuths

Resistant to intentional
signature modifications

Reljjtvie .atch based on maximizing Requires nc gray level Surp~xei ac.:uracris
nf.)rmation., number of corresponding predictions f::t achle,

'rror RIV RIVs incorporates three- Feature -,traction
Fe. ture dimensional scene sereSttve to noise
!atchi:ng geometry

Insensitive to contrast
reversals

Minimum memory require-
ments

1o0e, Matches feature based Requires no gray level Subpxel accuracies
'latching models made up of extrac- predictions' difficult t. acn:e

ted line segments and Insensitive to contrast Feature extracti-n
vertices reversals sensiti,- to noise

Minimum memory require-
ments

Il" characterizes each feature based or arrangement of nearcy features.

'-:..ies 5ignificant reduction in reference preparation requirements
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TABLE 2.5-2

OVERVIEW OF GEOPHYSICAL SIGNATURE MATCHING CONCEPTS

GFtPHYSICAL SENSOR NEEDED KEY CONS|EIRATIONS AND RISKS PROSPECTS
QlUANTITY

Gravity Gravimeter . Not all areas have suitable * Fair t,, good for marine
Anomalies (Specialized Vertical RHS gradients applications

Accelerometer)
* Accurate velocity needed f loor for airborne appli-

for 6tvg s correction cations because of kineinati
vertical av celerations

9 "Signal" masked by kinematic
vertical accelerations

Gravity Gravity Gradiometer * Stable platform required 9 Possible, if gradiometer
Gradient development goals are art
Field . Not yet established that

moving-base gradiometer can
be built to required
accuracy

Magnetic Magnetometer 0 Self-field of vehicle 9 Good, although performance
Anomalies can degrade severely during

* Magnetic temporal variations storms
(including magnetic storms)

* Magnetometers may have to0
be towed to circumveiIl elf f-
field effects

0 Could circumvent temporal
variationq usinp magnetic
g.radient itieaurement,'

2.5.2 Limitations of Digital Data Bases

Provision of sufficient information in a digital data

base for onboard navigation requires the capability to extract

all of the necessary information from a wide range of source

material. This information, when condensed into an onboard

digital data base, inevitably suffers limitations imposed by

the pro-ess of condensation. These limitations reveal them-

selves as sources of error in the navigation of the weapon

system, as is discussed earlier in this chapter.

Figure 2.5-6 illustrates, for a correlation guidance

system (TERCOM), the way in which such limitations affect es-

timated trajectories. A significant error source includes the

measurement of the terrain altitude profile. The profile cor-

relation process is also unavoidably affected by errors in the
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Figure 2.5-6 Real-Time TERCOM Computation

digitized reference map. As a result, profile correlation can

never be perfect, and the determination of a true weapon sys-

tem trajectory can never be absolutely achieved. The success

of such correlation guidance concepts depends, then, on pro-

viding a sufficient level of accuracy to maintain navigation

errors within the limits imposed by the mission objectives.

Figure 2.5-7 further illustrates the nature of the

problem. The (arbitrary) vehicle track over a particular

stretch of terrain develops an initial measured profile, in

this case a vertical elevation profile. The processing prob-

lem for the onboard guidance system is then twofold. First,

it must be able to extract, from its stored reference map, an

equivalent stored profile based on an arbitrary trajectory

across the reference map. Secondly, the system must correlate

the stored profile with the measured profile. The correlation

process must yield the precise location of the vehicle with re-

spect to the local terrain as represented by the reference map.
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Figure 2.5-7 Correlation Guidance (Signature
Matching) Concept

Problem areas associated with a priori generation of

a sufficiently accurate reference map arise from three princi-

pal sources:

0 Limitations of source material and the
source material collection process

0 The translation process that condenses
source data to an onboard reference map

* Variation in the appearance of the local
terrain as it is sensed at mission time
vs its appearance when the source material
was collected.

The following discussion focuses on each of these three major

error sources.
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Limitations of Source Materials

The materials used to develop onboard reference maps

come from a wide variety of sources. The most important of

these are photographic or other electromagnetic signature re-

cords taken as a result of reconnaissance activity. These

materials unavoidably contain inaccuracies and errors.

All reconnaissance sensors, whether imaging or other-

wise, will exhibit a fundamental maximum resolution. As a

result, the best performance of the system is achieved when

the sensor providing the source data has a much greater reso-

lution than the sensors to be employed in the onboard mission.

This resolution limitation does not fundamentally limit the

mission performance. However, when source materials are ob-

tained using available sensors, one cannot always guarantee

that the source material resolution will be adequate for navi-

gation system performance. Evaluation of source materials

with respect to resolution, therefore, is a vital part of the

generation of the digital data bases.

Another key element of the source limitation is the

ability of the source material to provide metric accuracy.

The process of using ground control and other systems to pro-

vide such accuracy for photographic-type products is discussed

earlier in the chapter. For digital data bases derived from

reconnaissance photography, metric accuracy will usually not

be a major problem. However, for the newer types of source

material (e.g., collection systems using side-looking radars

or other sensors working outside the optical spectrum) metric

accuracy may pose an important constraint on the maximum ca-

pabilities of the onboard system.
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The taking geometry and the accuracy of stereo imagery

source material also place limitations on accuracy. The taking

geometry (i.e., the attitude and trajectory of the source col-

lection sensor) necessarily will include masking or defilading

effects in certain areas of the scene. For example, a building

may hide the presence of a smaller building. When taking geo-

metry can be optimized and when the required two views for

stereo applications can be well controlled, these effects can

be minimized for the important features of the scene. This

may not always be possible, however, in practical situations.

As a result, certain gaps or poorly-resolvable areas of the

desired scene will result in corresponding errors in a derived

digital data base representing that scene.

Temporal effects, including obsolescence of the source

material, have a strong impact on reference map generation capa-

bility, in that it is desired that the map be an accurate repre-

sentation of the scene as it will be viewed at mission time.

Geological features of the earth's surface tend not to be sub-

ject to this limitation, but the so-called "cultural" features

such as cities and town boundaries may change during the inter-

val between the collection of the source material and its ap-

plication in reference map form.

Limitations of the Translation Process

The translation of information contained in source

materials by its condensation into a reference map suffers

from certain fundamental limitations. The most important of

these is that for a particular system of onboard guidance there

is generally an optimum source data collection device. Unfor-
tunately, the wide range of areas of interest and the practi-

calities of reconnaissance data collection prevent the exclu-

sive use of "best" systems. Most of the time, source data
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collection sensors are designed to provide the widest range

and the greatest detail available. However, it is necessary

to translate from the particular collection-optimized system

to a navigation-optimized system. It is the latter for which

the reference map is generated. The difficulties of transla-

tion include problems of stereo accuracy, surface material

classification, and frequency-sensitive attributes of the

sensed data.

Given that an adequate collection of source material

is available, condensation to the practical size of a memory

map for onboard application involves the process of editing.
The available information must be gleaned to provide a suffi-

ciently small but effective set of parameters for the onboard

system. For example, a TERCOM stored map such as that shown

in Fig. 2.5-8 contains on the order of 100-200 individual terrain-

height values. The values are arranged in a matrix that covers

several square miles on a side. The system is expected to use

interpolation to arrive at intermediate values between the

values in the matrix. A key issue is that of deciding how to

position the regular grid for the reference map to pick up the

truly significant terrain features in the local area. The

process unavoidably involves editing some of the terrain data,

leaving an incomplete set of data for the navigation system.

Another form of editing is indicated in Figure 2.5-9.

In this case, the Pulse Doppler Map-Matching (PDMM) technique,

a relatively simple reference map is produced by considering

only a binary (high reflectivity vs low reflectivity) represen-

tation of the earth's surface. This extreme degree of editing,

of course, results in great loss of detail in the reference

map and imposes a requirement for more computational power in

the correlation algorithm.
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Related sources of translation limitation are the

criteria for information selection in either automatic or

human-guided processes. The completeness of the extracted

information is also a limiting factor. Thus, the level of

detail and the range of identifiable features limit accurate

reconstruction of the precise location of the weapon system.

Mission Time Variations

At the time a correlation-guided weapon system actual-
ly performs its mission, a great many factors relating to the

sensed scene come into play. Since these factors also affect

the source material collection on which the onboard map is

based, there is the possibility that a serioLs disparity will

exist between the sensed scene and the reference map. Critical

factors are:

0 Illumination (especially in the optical
domain) which may vary with sun angle or
other illumination source geometry factors

0 Cultural changes (i.e., new construction
or changes in city boundaries)

a * Mission-dependent viewing angle changes,
velocity effects, and the effects of the
specific weapon system trajectory.

All of these factors will influence the accuracy and

recognizability of the scene as observed onboard the weapon

system. Similarly, the onboard translation of the reference

map into a representation of the observed scene is affected by

the parameters of the mission trajectory. in addition, the

time available to perform these calculations is affected by

weapon system velocity. This implies that the onboard refer-

ence map should be generated as accurately as possible to pre-

sent an easily correlated ouput. The fundamental limitations,
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then, of the maximum resolution and detail which it is practical

to put in an onboard reference map, are in conflict with the

necessity to provide a great deal of fine-grained information

to cover uncertainties at the time of the mission.

All of the foregoing considerations result in poten-

tial navigation inaccuracies that can only be compensated for

by providing more extensive reference maps and more powerful

onboard computation. Development in the future of a highly-

accurate, long-term, stable source data base is a key priority

in digital data base planning. Such a data base is being stud-

ied by DMA.

2.5.3 Operational Exploitation

The availability of extensive derived data bases in

digital form plus additional source material (in the form of

intelligence reports and reconnaissance imagery, especially

in digital format) can be utilized efficiently for both mis-

sion planning and reference data base generation. Examples of

planning activities involving selection of proper navigation

routes and the identification of checkpoints and target scenes
are presented in Chapter Six. The process of scene selection

to generate reference maps for navigational updates and for

target acquisition and final identification is the subject of

this section.

The key to effective utilization of these digital

data bases is the potential for interactive, cooperative proc-

essing involving both the human analyst and extensive computer

support. The processing is called cooperative because both

the man and the computer contribute unique but complementary

capabilities. The analyst can, with training, exploit the
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unique and (so far) unduplicated capabilities of the human

psychovisual system to scan rapidly and select potential can-

didate scenes for a wide variety of purposes. The computer

provides the capability to perform very detailed arithmetic

functions on huge arrays of data in near-real time. The com-

bination of the two provides the analyst with the range of

enhancement techniques and other prompting aids to help direct

attention to the most promising areas of a large scene. It

supports provision of a "scratch pad" for rapid preparation of

the necessary reports and recommendations, resulting eventually

in reference map preparation.

The development of many of the techniques required to

perform this cooperative processing, for operational exploita-

tion, is still underway. Techniques for utilizing combined

digital, textual, and image-format materials are still being

explored and the optimum combination has not been achieved.

However, excellent performance has already been obtained. The

extensive experience gained, for example, by DMA in the Digital

Land Mass System project, points the way to continued use of

this mode of operation.

Note that the advent of new reconnaissance sensors

will result in the requirement for human analysts to view
"scenes" of image-like format, but representing the earth's

surface as viewed at non-optical frequencies. In many cases,

these images are readily understandable in their own right,

with very little cueing required from other sources (such as

maps). For example, images obtained from synthetic aperture

radar, especially in urban areas, tend to look very much like

photographic images of the same scene. On the other hand,

images of the earth's surface taken in the infrared spectrum

band tend to appear blurred (with respect to detail) and con-

fusing because they reveal both reflected and emitted radiation.
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App oaches to effective utilization of multispectral images of

the same scene as a means of cueing the human analyst into

identification of the appropriate scene content, for a given

onboard sensor, are still being explored in the remote sensing

community.

The key operational elements for reference map scene

selection are:

0 Scene content identification

0 Reference effectiveness prediction

* Scene selection.

Scene content identification is, with present tech-

niques, a highly subjective process performed almost entirely

by human photointerpreters. The preparation for proper scene
content identification, however, involves a great deal of photo-

grammetric processing and image enhancement, which is tailored

towards sharpening the analyst's view of the scene. In co-

operative man/machine processes for supporting scene content

identification, a repertoire of pattern recognition and image

enhancement algorithms must be provided so that each mission

analyst can select the enhancement techniques most suitable to

his or her personal approach.

The key items of scene content of importance to selec-

tion of navigation checkpoints and target acquisition and homing

are:

0 An accurately computed measurement grid
to which the material available can be
oriented

* Clear identification of surface material
and classification cues
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Accurate identification of new construc-
tion and other changes in urban areas

* A method for designating the orientation
and interrelation of specific surface
materials and objects (e.g., buildings).

Reference effectiveness prediction consists of estima-

tion of the received signal at the sensor and compensation for

sensor imaging geometry. In the first case, consideration

must be given to whether or not the sensor is active (i.e.,

whether the sensor illuminates the scene below or the illumi-

nation is provided by other sources, such as the sun). The

complexity of such sensor-specific calculations is illustrated

in Fig. 2.5-4 for an active sensor (synthetic aperture radar).

Less complex active sensors, such as radar altimeters, present

a more tractable estimation problem. The general problem for

any particular class of sensors is to translate the spatial

location, surface material classification, ard orientatiorn

relative to the sensor into expected signal return contribu-

tions from all the elemerts of the digital data base. These

expected returns must be integrated into a simulated sensor

return waveform. The objective of this phase of reference

prediction is to assess whether sufficiently unique informa-

tion can be obtained from an area of interest in the digital

data base to prov.'ide an accurate navigational update, a.s de-

scribed in Section 2.3.7.

Compensation for sensor imaging georietry, which :r, a

genera1 sense includes sensor platform velocity effects, js a

parallel effort in the reference effectiveness prediction prr,(.-

ess. is inherently part of sensor return estimation. No,:,

for exarrpl e, that the Doppler effect ffrequency change) du: 1r,

enicle mrtion during the illumination interval, and he char, -

i .ng rel a:i.'e orientation of the sensor's reei.'ing antenna t or
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lens) to the emitters/reflectors making up the scene, must be

taken into account during the computation of the expected con-

tributions from each source.

Another aspect of the sensor-imaging geometry problem

is that the reference map provided to an onboard system possess-

es a standard orientation relative to the earth's surface.

The sensor on a moving platform may approach the mapped area

at a different relative orientation. The onboard system must

provide a means for comparing the sensed image with the refer-

ence map in a common orientation and coordinate frame. As a

result, onboard processing must warp and rotate the sensed
image to match the orientation of the reference map. In this

process the actual onboard signals received for particular

areas of a sensed image are recombined in complicated ways.

This subject is discussed in Unit Three under Imaging Opera-

tions. Its effect on reference prediction is to lower the

prediction fidelity of sensor returns.

The final scene selection process involves an itera-

tive application of reference predictions for varying flight

trajectories over the mission area. Received estimates are

evaluated for the availability of sufficiently detectable sig-

natures to provide navigational accuracy. The uniqueness of

those signatures (to avoid false positioning) is also taken

into account. It is evident that such a process requires ex-

tensive computational resources and interactive communication

between the mission planner and the supporting computers. The

net result of the process, however, is the selection, from the

available digital data bases for the general area, of specific,

highly effective data subsets. These subsets can be formatted

for use as onboard reference maps in both the navigational

update and target acquisition/final location phases.
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2.5.4 Masking and Profiling

Digital data bases of terrain elevation provide the

means for computer support of two critical operations in the

preparation of a mission flight plan. These are masking and

profiling. Masking is the process of determining, for a pos-

tulated flight trajectory, whether or not defensive installa-

tions such as radar will be able to observe the weapon system

en route. The operations involved are conceptually quite sim-

ple, in that what is required is to determine whether there is

a clear line of sight (LOS) between known or suspected defensive

installations and all points within a reasonable range along a

flight trajectory. Given a table of terrain heights or other

equivalent representation of the area in question, several

approaches may be applied to perform the calculations required.

For example, these may be based on simple projection of the

LOS from the defensive position to the elevation of the tra-

jectory point. Another technique is checking each cell of an

array of elevation data to determine whether or not the eleva-

tion of the terrain at that point will block the signals emitted

by the radar (or other defensive device).

It is apparent, however, that these relatively simple

calculations must be performed many times for a given flight

plan and that computer support is therefore an absolute require-

ment. On the other hand, the general problem of selecting a

mission trajectory for testing is not a completely computer-

solvable task. Given the other constraints on the mission

flight trajectories, such as those discussed in the previous

section, it is apparent that tentative selection of mission

trajectories will require interactive and cooperative computer

support for the mission planner. In providing this kind of

support, it is absolutely essential that highly capable and
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sophisticated graphics displays be used to simplify the in-

teraction between the mission planner and the computations,

and thereby shorten the time required for determination of

candidate routes for the weapon system.

Once a collection of acceptable routes for approach-

ing and acquiring the target is determined for a particular

mission, and a collection of navigation update scenes and scenes

of the target area is obtained, then the final selection of

the optimum and the best alternative routes can be made. This

selection is based entirely on the characteristics of the wea-

pon system's onboard sensors and navigation equipment.

For those weapon systems that depend on identifica-

tion and tracking of a desired terrain profile (e.g., TERCOM)

the process of profiling is required. The objective of this

process is to determine the most distinctive and least ambig-

uous approach profile to maximize either the position update

accuracy or the accuracy of the target acquisition process.

The key issue is that, for a given stretch of terrain, it is

likely that a great many profiles corresponding to the ground

trace of the weapon trajectory will be similar and therefore

ambiguous. The similarity referred to, of course, is similari-

ty as observed by the onboard computation system, particularly

if it involves some form of correlation process.

Essentially, the profiling process is one of pattern

recognition and feature extraction. The features (i.e., the

significant characteristics of the profile as measured by the

onboard correlation process representing those same profiles)

can be plotted in a so-called feature space representation.

Figure 2.5-10 illustrates such a representation. In this

figure it is indicaced that profiles representative of three

-eparate trajectorirs (Si, 52, and S3) are under consideration.
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Figure 2.5-10 Profile Representation in Feature Space

The feature-space dimensions are the values obtained by the

correlation process for each of the significant measures of

profile characteristics. Profiles well separated in feature

space are readily distinguished by the correlation processor

and can, therefore, be used unambiguously to guide the weapon

system.

A scene for which all profiles tend to cluster in

feature space represents a difficult problem for the weapon

system mission planner; if the scene represents the target

area then the probability of kill is likely to be quite low.

However, there is often a possible selection of unambiguously

detectable profiles. The process of profiling requires that

there be an interactive mode of candidate profile selection

available to the mission planner.
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An example of the application of scene ambiguity meas-

ures to feature space analysis is given in Fig. 2.5-11. In

this case, a general process is to determine the probability

of ambiguous correlation for the given trajectories over a

range of available scenes. The algorithm for determining this

probability may be qualitatively described as follows:

* Search for minimum distance between pos-
sible profiles within the acquisition
area

* Ignore profiles that are spatially close
to each other (i.e., those for which
ambiguity would not seriously affect
navigational accuracy)

a Use minimum distance in feature space
and measurement error statistics to com-
pute probability of ambiguous correla-
tion for the given profile.

SAMPLE RESULTS
R-36S24
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Figure 2.5-11 Feature Space Scene Ambiguity Measure
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The technique is fundamentally a worst-case analysis

of scene ambiguity. For selection scenes in a New England

area, Fig. 2.5-11 is illustrative. Sample results indicate

quite clearly that Scene No. 3 is superior to Scenes No.1 and

No. 6 in providing a high probability of unambiguous correla-

tion. This holds true even with significant amounts of addi-

tive noise in the measurements. However, it is important to

note in the sample results that a very large number of compu-

tational operations are required to estimate the degree of

ambiguity in each scene.

2.5.5 Graphic Display

The method of displaying the combined effect of manual
decisions and computer-based data retrieval operations (for

purposes of effective man/machine cooperation in profiling and

targeting) is a very important aspect of the digital data base

utilization problem. It is essential that the display system

fully utilize the human operator's ability to recognize impor-

tant objects and to combine many items of information. This

ability is most readily tapped by presenting information to

the operator in visual form. At the same time, an effective

display must be able to utilize the computer's ability to per-

form a great many detailed calculations in a short time. That

is, the display mechanism must be well tailored to presenting

the results of these calculations in a parallel and overlapping

manner, so that such information as terrain elevation can be

rapidly absorbed by the human operator along with the results

of target-oriented feature recognition algorithms. Another

aspect of the problem is that the display mechanism chosen

should also support ready access to a wide variety of data

bases. Of course, such data must be digitally encoded and

include information based on maps, previous intelligence

reports, and the like.
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The principal problem is one of narrowing the range

of alternatives for weapon system trajectories, selecting aim

points, and choosing target approaches. The process of nar-

rowing the range of alternatives must be accomplished in ac-

cordance with a combined set of constraints. It is apparent

that a great many approach paths are possible for any given

weapon system/targeting combination. At the same time, a great

* many reasonable altitudes could be utilized with more or less

exposure to observation by defensive forces, as is discussed

in previous sections. It is essential, therefore, to present,

in concise form, the location of likely paths that connect

useful navigation system update points and targeting locations.

This must be done in such a way that the human operator can

rapidly identify the options available to him and select spe-

cific paths by interacting with the graphic display terminal.

Typically, the result of these selections is obtained by iter-

ating; that is, given a set of reasonable criteria, the sup-

porting computer system will present the range of alternatives

on a graphic display. The operator will select one of these

alternatives and then request further, more detailed analysis

of survival probability, etc. The result of such iteration

should be to rapidly develop specific mission plans for any

combination of weapon system and target characteristics.

The graphic displays chosen for such applications

should have at least the following characteristics:

& Color graphics capability must be pro-
vided to enable the human operator to
grasp the complexities of overlapping
constraints

, • An interactive conand/response capabil-
ity must be provided to enable the human
operator to perform iterative or repeti-
tive analyses in the process of route
and target selection
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The system should be able to support
imaging capability in conjunction with
overlapping graphics and color selection
so that the full range of available in-
telligence information can be presented
to the operator.

An example of a workstation combining high resolu-

tion, graphics, imaging, and color capabilities is shown in

Fig. 2.5-12. The system shown in the figure incorporates a

modern minicomputer-based multi-workstation concept. Each of

the workstations includes a variety of modes of display of

information to the operator. Some of these are purely textual.
The more useful ones provide for both keyboard and trackball

control (or other means of analog, interactive operator con-

trol). Color displays are also considered to be essential.

Information can be presented to the operator in several im-

portant ways with such equipment:

0 Purely textual displays, which can be
amplified and made more comprehensive in
response to operator queries

* High capability color graphics, which
can be used to display highly compli-
cated scenes including artifically-
generated three-dimensional views of a
given area

* Independently selectable color coding
can be provided to allow depiction of
selected areas color coded according to
the constraints that they meet

0 Color merging capability (inherent in
most color displays), such that areas
meeting several constraints are shown in
colors resulting from the combination of
colors representing individual constraints

0 Free selection of viewing mode for the
operator, provided by a comprehensive
capability for zooming and scrolling.

2-155



II

TELEVISION I DISK
CAMERA LINE PRINTER (Tons of Mopwyr)DIGITIZER

DISPLAY /PROCESSOR CETRL RCESSORTAEUI

BLACK AND WHITE COLOR TYPEWRITER
TELEVISION TELEVISION M TRMINAL MN RM TIPLEXER MODEMS

MONITOR MONITOR

Figure 2.5-12 Image Processing Workstation

Figure 2.5-13 is an artist's reproduction of a photo-

graph taken from an imaging/color graphics display such as

illustrated in Fig. 2.5-12. Indicated in Fig. 2.5-13 are some

of the inherent capabilities of such a display. In particular,

it shows how computer graphics can be overlaid on a three-

3dimensional view produced from an elevation matrix. An im-

portant part of the color overlay (shown in Fig. 2.5-13 as

different shading patterns) is the "flooding" portion which

demonstrates how a specific constraint is applied to the area

in question. In this case, all of the area in the field of

view at or below a given elevation is colored (shaded) with a

specific tone, to show the operator the range of paths across

this terrain that might be followed by a weapon system staying

below that elevation limit. The limitations of reproduction

in this case prevent clear exposition of the ability to show

areas satisfying combined constraints. However, it requires
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Figure 2.5-13 Graphics Display Examplei

very little stretch of the imagination to conceive of corri-

dors being displayed in very distinctive colors (shades) to

correspond to areas below a given elevation and simultaneously

masked by terrain from all known defensive positions in the

area. Further complications can be added almost without limit

so that the human observer can rapidly select the possible

paths a weapon system might take in traversing the given ter-

rain. Such capabilities are of the utmost importance in being

able to provide rapid and responsive targeting and mission

trajectory determination.
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CHAPTER SIX

APPLICATIONS TO MISSION PLANNING

2.6.1 Route Analysis

A growing number of military mission scenarios re-

quiring accurate weapon delivery in enemy-controlled areas

involve low-altitude penetration vehicles (e.g., cruise mis-

siles and manned bombers). The key requirements for such a

weapon delivery system include precision navigation and terrain-

following/obstacle avoidance systems, which increase vehicle

survivability by permitting lower altitude penetration and
lower visibility through terrain masking. The navigation sys-

tems of such vehicles use aided-inertial navigation techniques

such as terrain-following radar to provide master inputs in

the vertical plane. In addition these sensors provide infor-

mation for route determination in the horizontal plane. Es-

pecially at low heights, the principal problem is one of con-

tinuous dynamic control in both horizontal and vertical planes

relative to the terrain.

For cruise missiles and other low-altitude delivery

systems, the important performance criteria are: 1) proba-

bility of detection and neutralization by the enemy; 2) range

loss; and 3) probability of crashing (for which the term clobber

is widely used). These factors are all interdependent, in

that altering one will most likely cause the others to be al-

tered too.

There is an obvious dilemma for a long-range cruise

missile flying over land masses. It is desirable to reduce

the visibility of the missile to defense radar by flying at a

low clearance altitude, with the minimum altitude over flat
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land being limited by such obstacles as power cables, televi-

sion antennas, tall buildings, etc. Simultaneously the system

must achieve an acceptably small probability of crashing into

the ground (clobber probability). In order to maintain a low

clearance altitude, the missile must follow the vertical con-

tours of the terrain. These terrain-following maneuvers, how-

ever, also impose a restriction on mission planning; they in-

crease the total aerodynamic drag and, consequently, the rate

of fuel consumption. This increased fuel consumption decreases

the maximum range of the missile for a given fuel capacity.

In short, range loss is related to the amount of vertical ac-

celeration. Choosing a route to target that minimizes the

changes in vertical acceleration also maximizes the range. In

addition, it is preferable that a route have terrain contours

without high spatial frequencies -- i.e., the terrain should

not be too rugged or precipitous for the terrain-following

radar system and the vehicle maneuvering abilities to detect

and safely avoid.

The possibility of encountering enemy defense systems

along such a route must also be considered. Therefore, another

factor in route analysis is terrain masking. Here, a route is

chosen that takes advantage of the local terrain to block the

target's or other defensive station's view of the incoming

vehicle for as long as possible. This route must still be

consistent with the requirement of minimizing clobber.

Route analysis also involves an understanding of the

types of enemy defenses, and especially defensive sensors,

expected between the vehicle launch site and the target area.

As mentioned above, the terrain contours should be used as

much as possible to avoid being detected. However, where de-

tection is deemed likely, it may be advisable to include lis-

tening devices and electronic countermeasures on board the
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vehicle. The kinds of listening devices and countermeasures

available for a given missile or aircraft may make one poten-

tial route more attractive than another simply because of the

nature of the enemy defense mechanisms known to be deployed

along the various routes.

An option for advanced cruise missiles involves mul-

tiple routes. In this case the missile makes an autonomous

decision at some point along its initial route to the target

either to continue onward or to pursue some other route. The

basis for this decision may be the detection of unexpected

enemy defensive systems. Another scenario involves missile

arrival in the vicinity of the target but failure to detect

the target -- if, for example, the target has been destroyed

by a previous missile. The mission plan may allow the missile

to abandon the primary target and pursue a new course to another

target. Such route changes are, of course, still dependent on

an analysis of the available range left for the missile at the

decision point. In situations where the time of arrival of a

missile at the target is of crucial importance (for example,

in the simultaneous delivery of many warheads), there is less

flexibility for choosing a new course. In addition, a cruise

missile diverted automatically to a new, second-priority target

may be destroyed enroute by blast effects from other cruise

missiles that have already reached their targets. This phe-

nomenon is called fratricide.

2.6.2 Clobber Analysis
(t)

Terrain following techniques allow the vehicle to

maintain a low clearance altitude by following the vertical

contours of the terrain. This can be done by the use of a

(t)This section contains material at a more advanced level
than the rest of the text.
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forward-looking radar sensor. However, in addition to added

costs, these systems radiate energy forward, compromising the

low visibility which is achieved by the small clearance alti-

tude, and thereby increasing the probability of detection.

There are some forward-looking radar systems and techniques --

such as spread spectrum transmission and coherent laser scan-

ners -- which are expensive and complex, but possibly satis-

factory as a forward-looking sensor. Nevertheless, for a
cruise missile, it is generally desirable to do terrain-

following without the use of active forward-looking de-
vices -- that is, to rely on downward-looking radar.

Terrain may be thought of in terms of local high-

frequency excursions about a low frequency, possibly non-

stationary, trend. This is illustrated in Fig. 2.6-1.

Analysis has shown that the trend appears to have frequency

content less than 0.03 cycles/kilometer. In Fig. 2.6-1, h is

the terrain elevation above some reference ---for example, sea

level. This is decomposed into a terrain trend, htrend' meas-

ured from the reference, and an excursion, Tex, about the trend.

A is the altitude of the missile trajectory above the reference

and ACL is the clearance height of the missile trajectory above

the terrain as measured by a radar altimeter. Note that

C A - h.

Because of the frequency separation between the ter-

rain trend and the relatively high-frequency excursions about

the trend, the terrain model can be simplified for control

system design by considering only the high-frequency excur-

sions. This approach assumes that the missile has sufficient

maneuverability to follow the high-frequency excursions and

also that the range-loss penalty imposed by following the ter-

rain trend is negligible.
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Figure 2.6-1 Terrain and Missile Trajectory

A statistical model for the high-frequency terrain

components is required for analytical study of the terrain-

following problem. These fluctuations may be regarded as a

realization of a stationary Gaussian random process.

One such model is given by

2a2 k2

Sx(k) 2 (2.6-1)

where

*P (k) = power spectral density (PSD) of Tex

kT = frequency of the terrain in cycles/km

a02 = variance of the terrain in m2  E[Tex ]2*

k = Fourier spatial frequency variable having
units of cycles/km

*E is the Expectation Operator of probability theory.
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This relationship can be converted to time units by assuming a

velocity of the missile (V in m/sec) over the terrain. Then

the frequency variable, k, and the terrain cutoff frequency,

kT, (as seen by the control system) become

-2nVk (2.6-2)

2nVk
T

WT z TUOk (2.6-3)

and the PSD of the terrain fluctuations becomes

222F. 2a T"T

T(w) (2.6-4)
W -WT

where w and wT have units of radians/sec.

A terrain signal with the above PSD can be generated

by passing white noise through a linear first-order filter

with frequency response (shaping) given by

F(w) = 1 (2.6-5)W + WT

In the missile, an error signal E is formed as the difference

-between the above-derived terrain signal and A. (In actuali-

ty, the missile will fly at some offset altitude, or average

clearance altitude, ACL.) This determines the vertical ac-

celeration command to be implemented by the missile's guidance
system.

The purpose of terrain following is to reduce the

visibility of the vehicle to defense radars and thus reduce

the probability of intercept. The reduction in hit proba-

bility is achieved at the expense of increased probability of
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impacting the ground (clobber probability). Thus, there is a

requirement to fly as low as possible and still maintain a

reasonably small probability of clobber. The control system

which results in the lowest probability of clobber for a given

average clearance will enable the missile to fly at the lowest

possible average clearance altitude to achieve a specified pro-

bability of clobber. Thus, the objective is to design a control

system which will minimize the probability of clobber while

satisfying the other constraints of the problem.

There are a number of ways to compute the probability

of clobber. One method results in the expression

Pclobber(l) = 1 - e-ft (2.6-6)

where

t = flight time (sec)

f = mean frequency of clobber (clobbers/sec) as
defined below:

1 OACL exp [2L (2.6-7)a = - AC L  2oaC

where

a ACL = standard deviation of error in achieved
clearance altitude ACL

AM = mean flight altitude

AC L = standard deviation of the clearance rate(error rate)

A second formulation gives this expression for the probability

of clobber:
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Pclobber(2) " erf(AM/GACL) (2.6-8)

Note that erf(x) is the error function, defined as

erf(x) exp (-x )dx (2.6-9)

The results of each method are dependent on the ini-
tial scenario, including desired flight characteristics and

expected terrain features. The important thing to note is

that both of the expressions show that the clobber probability

for a given average clearance altitude varies with aACL . Thus

the control system which results in the smallest aACL while

still satisfying the constraints on the missile dynamics, radar

altitude sensor resolution, etc., will achieve the smal~est

probability of clobber.

L
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UNIT TWO

REVIEW EXERCISES

Chapter Three

1. Must the integrations illustrated in Fig. 2.3-1 be mech-

anized in an inertial reference frame? Discuss.

2. Why is it not possible to use an inertial system's accel-

erometers to measure and subtract away the effect of gravity?

3. A locally-level mechanized inertial system provides navi-

gation information for an aircraft flying at constant

altitude along a meridian at 800 km/hr. Neglecting earth

rotation, what is the angular slew rate of the inertial

platform with respect to inertial space? (Hint: Con-

sider the angle between the platform-indicated vertical

and the earth's spin axis.)

4. Consider a vehicle with a local-level-mechanized inertial

system which is stationary at the equator, at a place

* where each component of the deflection of the vertical is

10 sec and the vertical gravity disturbance is 50 mgal.

Suppose that the position error is one km in the two level

channels and 3.05 m in the vertical. Also suppose that

the gyro errors have results in t angle errors of 5 sec

in all three channels. The accelerometer errors are 5xi0 - 6

g for each accelerometer (where the g is a unit of acceler-~2
ation equal to nominal sea-level gravity -- 9.8 m/sec 

).

Tabulate the value of each term in Eqs. 2.3-11 through

2.3-12. Note that these terms correspond to the signals
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entering the acceleration summing nodes in Fig. 2.3-9.

Use units of 10 g. What does this example illustrate

about the cross-coupling terms of Fig. 2.3-9?

5. Suppose an inertial system uses a GM/r 2 gravity model

instead of a reference ellipsoid gravity model. If the

nominal surface value of gravity is 978.049 gal, use the

approximate ellipsoidal gravity formula

g = 978.049(1 + 0.0053 sin 2 *) gal

to compute the vertical acceleration error sensed by the

system at a latitude of 45 deg. At this rate how long

does it take for 100 m of altitude error to accumulate?

Assume that the vertical gravity disturbance is zero at

the location of the system.

6. Suppose a guidance system is to be compensated for gravi-

ty by using a model of the form of Eq. 2.3-20. What error

sources might be associated with such a model if the maxi-

mum value of n is 20.

(Section 2.3.5)

7. In a ballistic missile application it is desired to erect

the inertial guidance platform with the accelerometer

sensing axes symmetrically distributed about the local

vertical (gravity vector) and with one accelerometer sens-

ing axis pointing downrange. Assuming the use of a mutual-

ly orthogonal set of accelerometers, what are the nominal

(error-free) accelerometer outputs (f 9 fy, and fz) when
x yz

alignment is complete? (Hint: Use Eq. 2.3-23 and symmetry

considerations.)
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8. A local level inertial platform is aligned in a station-

ary vehicle with the (orthogonal) x and y sensor axes in

the level plane at a point on the earth's surface at which

the geodetic and astronomic verticals coincide (zero de-

flections of the vertical) and the common latitude is 0

deg. The x gyro axis points 5 deg north of east. The gyro

torquing rate commands from the navigation computer are

given by:

W =0

w = cos
y

w= sin

where Q = Earth Rotation Rate relative to Inertial Space.
What are the observed platform tilt rates ($x and y )

about the platform x and y axes respectively? (Hint:

Compute the components of earth rate appearing about the

actual (misaligned) sensor axes (DxH and yM ) and use Eq.

2.3-27 to get tilt rates.)

9. Using the small-angle approximations, sin 50 0.1 and
cos 50 ; 1.0, evaluate the tilt rates 4 x and y derived

in Problem 8 for vehicle latitudes 01 = 30 deg N and 02

70 deg N. Answer the following questions:

(1) Which accelerometer senses a tilt rate

that can be used to estimate and/or con-

trol the platform azimuth misalignment?

(2) What is the change in the magnitude of

the gyrocompassing control signal as the

alignment latitude increases?
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(3) What does this difference tell you about

inertial platform self-alignment capabil-

* ities at high latitudes in the presence

of accelerometer time-varying errors or

gyro bias drift errors?

10. An error-free, north-slaved, local level inertial platform

is self-aligned in a stationary vehicle at a point on the

earth's surface at latitude 30 deg N. An easterly deflec-

tion of the vertical, n = 10 s%'e, exists at the alignment

location. The existence of this deflection of the vertical

is not accounted for in the navigation computer. Evaluate

the effect of this omission on:

(1) Platform tilt errors

(2) Platform azimuth error

relative to the (geodetic) navigation coordinate frame

when alignment is complete. Repeat the evaluation when

the vehicle latitude is 70 deg N and the same conditions

exist.

S11. An aircraft is equipped with an avionics suite that in-

cludes a gimballed inertial platform, a Doppler radar set

and a LORAN receiver. Two distinct and separate modes of

in-flight initialization are mechanized in the system:

(1) Doppler (Velocity) - Inertial

(2) LORAN (Position) - Inertial.

In the former mechanization the Doppler velocity inputs

are transformed directly into inertial sensor coordinates,
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using resolvers mounted between the gimbals of the iner-

tial platform, prior to comparison with the inertial sys-

tem velocity outputs. In the latter mechanization the

LORAN receiver outputs are converted to geodetic latitude

and longitude in the navigation computer and compared

with the latitude and longitude outputs of the inertial

system to form alignment control signals.

(a) What is the basic difference in the dy-
namics of the inertial platform alignment
process between the two mechanizations?

(b) Can a complete inertial system initializa-
tion be achieved if the LORAN receiver
is inoperative?

(Section 2.3.6)

12. It is 1985! USAF is considering the deployment of a new

ballistic missile system as an augmentation to the aging

Minuteman force. In order to obstruct a surprise attack

by opposing forces, this new missile will be deployed in

truck-like transports which will roam at random through

the deserts of southwestern CONUS. The missiles will be

erected and fired from the moving transporter when the

order to launch is received.

A weapon system CEP of 75 m is desired, and an

allowance for the guidance system contribution to this

total has been set at 30 m, including the effects of launch

site uncertainties. The latest generation of inertial

guidance hardware indicates that there will be no problem

in meeting this accuracy goal if the initial condition

errors can be controlled. The transporter has according-

ly been equipped with special radio devices that allow it
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to determine its position continuously to an accuracy of

about 3 m. Has the initial condition problem been fully

addressed? Discuss.

(Section 2.3.7)

13. Why are aided inertial navigation techniques preferred

over unaided inertial navigation techniques? Give exam-

ples of the two types of Aided INS errors, and how they
are counteracted.

14. What is the fundamental technique behind terrain-matching

navigational methods? Give examples.

15. Autonomous terminal-homing guidance systems generally use

scene-matching concepts to determine the location of the
vehicle or its position relative to the target. Give

three specific, different difficulties that can be en-

countered in preparing and using the reference imagery

model by the vehicle's onboard navigation system for cor-

relation guidance.

16. Suppose that a local-level mechanized inertial platform

points toward a star located at the zenith. Discuss the

improvement in system azimuth error that can be gained

from this measurement.

17. Consider an inertial system which has no platform mis-

alignment (i.e., 0 = 0 in Fig. 2.3-24). Can any error-

free star fix correct all other system errors? Discuss.

Chapter Four

18. How can Point Positioning Data Bases (PPDBs) be used to

support tactical bombing operations?
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Chapter j

19. What are the key considerations for selection of a naviga-

tion/ guidance concept based on an on-board reference map?

20. What are the principal sources of navigation errors which

arise from the use of an on-board reference map?

21. (a) What are the principal tasks to be accomplished in

preparing reference maps for specific missions?

(b) What implications do these have for the tactical or

strategic mission planner?

22. What are the elements of an observable feature in a ter-

rain data base?

Chapter Six

23. Give the three important interdependent performance cri-

teria, as related to route analysis for low-altitude,

high-speed weapon delivery vehicles such as cruise mis-

siles penetrating enemy-controlled areas.

24. Refer to Eqs. 2.6-5 and 2.6-6. Assume that a particular

cruise missile flies with a standard deviation of error

in achieved clearance altitude (OACL) of 25 ft, and a

standard deviation of the clearance rate (OAL) of 5 ft/

sec. What is the lowest mean flight altitude that can be

achieved, for a 2-hour flight, that results in at most a

1% probability of clobber?
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